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SCHEMA MATCHING

YAM IN DETAILS

YAM's architecture

User inputs:

» Set of schemas (to be matched)

« User preferences, optional (e.g.,
preference between recall or precision)
» Expert correspondences, optional
(between the schemas to be matched)

> Learner

Here are two examples of trained

(and tuned) classifiers:
Equality
classifier-1 / \

classifier-2 Context Label Size Sum

Knowledge Base:
- training scenarios
- classifiers

- similarity measures — classifier-n <0.2 >=0.2 <=% \f
\ / \ Levenshtein 3-grams
@ <c/ <o.1sl S=0-15

. Schema Matcher Dicti Dictionnary
To select the dedicated schema matcher > celoctor e
. . none synonym none synonym
among all those learned, a cross-validation f % f \é
against training scenarios is performed. L
The classifier which obtains the highest f- J J48 decision tree
measure is selected as the dedicated
matCher Jaccard=0.0 ~ 0.0<=Suffix<=1.0
~ L. 2<=SmithWaterman<=6
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The dedicated schema matcher can be used \1, 2 ‘0:.‘ o®
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EXPERIMENTS REPORT

n as Dedicated Matcher

Number of Electic

1) IMPACT OF TRAINING SCENARIOS 3) COMPARING WITH OTHER SCHEMA MATCHING TOOLS

Scenarios used for evaluation:
100 . ] , » University courses (Thalia benchmark)
e Currency and sms (web services)
» University department (literature)
50 | ]  Travel (UIUC repository)
 Betting, dating, finance, sport, hotel (web forms)

90 - .

70 ]

Protocol:

 Training with webforms from the KB

» Average results from 200 runs

e Comparison with COMA++ and Similarity Flooding (SF)
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Average f-measure when varying number of traing scenarios .
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From empirical results (more than 11,000 experiment runs), we o
deduced the following table so that YAM is able to automatically ﬁ o
select the number of training scenarios according to the classifier. | t‘-::
STyl %
# training scenarios Classifiers :_:‘%
20 and less SLog, ADT, CR R
2010 30 143, JA8graft 20% 3 % '
30 to 50 NNge, JRip, DecTable, BayesNet, VP, FT %
50 and more VFI, IB1, IBk, SMO, NBTree, MLP %
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NumbeI' of seléctions (ohut Of 200) as dedicéted matcher F-measure achieved by schema matching tools for the 10 scenarios
* VFI and BayesNet : selected in half of the scenarios » YAM obtains the highest f-measure in 7 scenarios
=> robust schema matchers » YAM also achieves more than 80% f-measure in 4 scenarios
« CR or ADT : low average f-measure for the 200 scenarios but ;r;(iﬁl;/ldovlaittarl]lrxebb?étrenr];esults on webforms scenarios since it was
they are selected 3 and 10 times as dedicated matchers . Average f-measure for the 10 scenarios:
=> effective for some specific scenarios . YAM = 67% '
v ++ = 519
* SLog or MLP (aggregator functions) : only selected in a few 5 gIC:) Il/l,g\z% >1%

scenarios
=> traditional schema matching tools based on these

functions do not always provide the best matching quality YAM achieves better results since it has generated dedicated

matchers based on various classifiers (VFI, BayesNet, J48, ...)
while COMA++ and SF only rely on respectively an aggregation

There is a real need for a schema matcher factory like YAM ! function and propagation
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