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Abstract. As the number of web pages increases dramatically, the prob-
lem of the information overload becomes more severe when browsing and
searching the WWW. To alleviate this problem, personalization becomes
a popular remedy to customize the Web environment towards a user’s
preference. To date, recommendation systems and personalized web search
systems are the most successful examples of Web personalization. By fo-
cusing on these two types of systems, this paper reviews the challenges
and the corresponding approaches proposed in the past ten years.

1 Introduction

The World Wide Web (WWW) is emerging as an appropriate environment for
business transactions and user-organization interactions, because it is conve-
nient, fast, and cheap to use. The witness to this fact is the enormous popularity
of e-Commerce and e-Government applications. However, since the Web is a large
collection of semi-structured and structured information sources, Web users of-
ten suffer from information overload. To alleviate this problem, personalization
becomes a popular remedy to customize the Web environment for users.
Among all personalization tools, recommendation systems are the most em-

ployed tools in e-commerce businesses. Recommendation systems are usually
used to help the customers to locate the products they would like to purchase.
In essence, these systems apply data analysis techniques to progressively gen-
erate a list of recommended products for each online customer. The most fa-
mous example in e-commerce is the “Customers who bought” feature used in
Amazon.comTM, which is basically applied to every product page on its web-
sites. With the help of this feature, the Amazon.comTM’s system recommends
similar products to the current buyer based on the purchase histories of previous
customers who bought the same product.
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Contrary to the recommendation systems, the personalized web search sys-
tems1 have received little attention from the e-commerce domain, even though
search engines have become the indispensable tools in our daily lives. Gener-
ally, most modern search engines, e.g., Google2, Yahoo!3, and AltaVista4 do not
return personalized results. That is, the result of a search for a given query is
identical, independent of the user submitting the query. Hence, by ignoring the
user’s preferences during the search process, the search engines may return a
large amount of irrelevance data. To illustrate, consider the search query for the
keywords “web usage”. By this query, some users may look for the information
regarding the usage of the spider web, while other users may be interested in
documents related to the statistical data about World Wide Web usage.
In summary, both the recommendation systems and the personalized web

search systems face the same obstacle of “ambiguity” in users’ needs5. Moreover,
both types of systems share the same challenge of striking a compromise between
the amount of processed data and the efficiency of the retrieval process. We
review the challenges and the proposed approaches for both system types in
the remainder of this paper. Section 2 reviews the work on the recommendation
systems. In Section 3, the work on the search systems is discussed.

2 Recommendation Systems

Various statistical and knowledge discovery techniques have been proposed and
applied for recommendation systems. To date, most recommendation systems
are designed either based on content-based filtering or collaborative filtering. Both
types of systems have inherent strengths and weaknesses, where content-based
approaches directly exploit the product information, and the collaboration fil-
tering approaches utilize specific user rating information.

2.1 Content-based Filtering

Content-based filtering approaches are derived from the concepts introduced by
the Information Retrieval (IR) community. Content-based filtering systems are
usually criticized for two weaknesses:

1. Content Limitation: IR methods can only be applied to a few kinds of
content, such as text and image, and the extracted features can only capture
certain aspects of the content.

1 Note that the web search system is a more general term than search engine where
the search system includes search engines, search agents, and metasearch systems.

2 http://www.google.com
3 http://www.yahoo.com
4 http://www.altavista.com
5 The ambiguity comes from user perceptions or the disagreements among users’ opin-
ions.
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2. Over-Specialization: Content-based recommendation system provides rec-
ommendations merely based on user profiles. Therefore, users have no chance
of exploring new items that are not similar to those items included in their
profiles.

2.2 Collaborative Filtering

The collaborative filtering (CF) approach remedies for these two problems. Typ-
ically, CF-based recommendation systems do not use the actual content of the
items for recommendation. Collaborative filtering works based on the assumption
that if user x interests are similar to user(s) y interests, the items preferred by y

can be recommended to x. Moreover, since other user profiles are also considered,
user can explore new items. The nearest-neighbor algorithm is the earliest CF-
based technique used in recommendation systems [16, 17]. With this algorithm,
the similarity between users is evaluated based on their ratings of products,
and the recommendation is generated considering the items visited by nearest
neighbors of the user. In its original form, the nearest-neighbor algorithm uses
a two-dimensional user-item matrix to represent the user profiles. This original
form of CF-based recommendation systems suffers from three problems:

1. Scalability: The time complexity of executing the nearest-neighbor algo-
rithm grows linearly with the number of items and the number of users.
Thus, the recommendation system cannot support large-scale applications
such as Amazon.comTM, which provides more than 18 million unique items
for over 20 million users.

2. Sparsity: Due to large number of items and user reluctance to rate the items,
usually the profile matrix is sparse. Therefore, the system cannot provide
recommendations for some users, and the generated recommendations are
not accurate.

3. Synonymy: Since contents of the items are completely ignored, latent asso-
ciation between items is not considered for recommendations. Thus, as long
as new items are not rated, they are not recommended; hence, false negatives
are introduced.

In order to solve these problems, a variety of different techniques have been
proposed. Some of techniques, such as dimensionality reduction [11, 8], cluster-
ing [29], and Bayesian Network [10, 9], mainly are remedies for the scalability
problem. These techniques extract characteristics (patterns) from the original
dataset in an offline process and employ only these patterns to generate the
recommendation lists in the online process. Although this approach can reduce
the online processing cost, it often reduces the accuracy of the recommending
results. Moreover, the online computation complexity keeps increasing with the
number of patterns.
Some other techniques, such as association rules [30, 11], content analysis [12,

13, 15], categorization [18, 14], are emphasized on alleviating the sparsity and
synonymy problems. Basically, these techniques analyze the Web usage data
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(from Web server logs) to capture the latent association between items. Subse-
quently, based on both item association information and user ratings, the recom-
mendation systems can thus generate better recommendation to users. However,
the online computation time concurrently increases, as more data are incorpo-
rated into the recommendation progress. Additionally, because Web usage data
from the server side are not reliable [24], the item association generated from
Web server logs might be wrong.

2.3 Yoda

In an earlier work [1], we introduced a hybrid recommendation system - Yoda,
which simultaneously utilizes the advantages of clustering, content analysis, and
collaborate filtering (CF) approaches. Basically, Yoda is a two-step approach
recommendation system. During the offline process, Yoda generates cluster rec-
ommendation lists based on the Web usage data from the client-side through
clustering and content analysis techniques. This approach not only can address
the scalability problem by the preprocessing work, but also can alleviate the
sparsity and synonymy problems by discovering latent association between items.
Since the Web usage data from the client-side can capture real user navigation
behaviors, the item association discovered by the Yoda system would be more
accurate. Beside the cluster recommendation lists, Yoda also maintains numer-
ous recommendation lists obtained from different experts, such as human experts
of the Website domain, and the cluster representatives of the user ratings. By
these additional recommendation lists, Yoda is less impacted by the preprocess-
ing work as compared to other systems.

During the online process, for each user who is using the system, Yoda esti-
mates his/her confidence values to each expert, who provides the recommenda-
tion list, based on his/her current navigation behaviors through the PPED dis-
tance measure [23] and our GA-based learning mechanism. Subsequently, Yoda
generates customized recommendations for the user by aggregating across rec-
ommendation lists using the confidence value as the weight. In order to expedite
the aggregation step, Yoda employs an optimized fuzzy aggregation function
that reduces the time computation complexity of aggregation from O(N × E)
to O(N), where N is the number of recommended items in the final recommen-
dation list to users and E is the number of recommendation lists maintained in
the system. Consequently, the online computation complexity of Yoda remains
the same even if number of recommendation lists increases.

In sum, the time complexity is reduced through a model-based technique, a
clustering approach, and the optimized aggregation method. Additionally, due to
the utilization of content analysis techniques, Yoda can detect the latent associ-
ation between items and therefore provides better recommendations. Moreover,
Yoda is able to collect information about user interests from implicit web navi-
gation behaviors while most other recommendation systems [16, 17, 11, 9, 10] do
not have this ability and therefore require explicit rating information from users.
Consequently, Yoda puts less overhead on the users.
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Since content analysis techniques only capture certain characteristics of prod-
ucts, some desired products might not be included in the recommendation lists
produced by analyzing the content. For example, picking wines based on brands,
years, and descriptors might not be adequate if “smell” and “taste” are more im-
portant characteristics. In order to remedy for this problem, in [2] we extended
Yoda to incorporate more recommendation lists than just web navigation pat-
terns. These recommendation lists can be obtained from various experts, such
as human experts and clusters of user evaluations.
Meanwhile, because PPED is specially designed for measuring the similarity

between two web navigation patterns including related data such as browsed
items, view time, and sequences information, it can only be used for estimating
confidence values to navigation-pattern clusters. Therefore, a learning mecha-
nism is needed for obtaining the complete confidence values of an active user
toward all experts. We proposed a learning mechanism that utilizes users’ rel-
evance feedback to improve confidence values automatically using genetic algo-
rithms (GA) [5].
To the best of our knowledge, only a few studies [4, 3] incorporate GA for

improving the user profiles. In these studies, users are directly involved in the
evolution process. Because users have to enter data for each product inquiry, they
are often frustrated with this method. On the contrary, in our design, users are
not required to offer additional data to improve the confidence values. These con-
fidence values are corrected by the GA-based learning mechanisms using users’
future navigation behaviors. Our experimental results indicated a significant in-
crease in the accuracy of recommendation results due to the integration of the
proposed learning mechanism.

3 Personalized Web Search Systems

A variety of techniques have been proposed for personalized web search systems.
These techniques, which are adopted from IR systems, face a common challenge,
i.e., evaluating the accuracy of retrieved documents. The common evaluation
method applied in IR systems is precision and recall, which usually requires
relevance feedback from users. However, obtaining relevance feedback explicitly
from users for personalized web search systems is extremely challenging due to
the large size of WWW, which consists of billions of documents with a growth
rate of 7.3 million pages per day [33]. Therefore, it is very time consuming and
almost impossible to collect relevance judgments from each user for every page
resulting from a query.
In order to incorporate user preferences into search engines, three major

approaches are proposed: personalized page importance,query refinement, and
personalized metasearch systems. Consider each approach in turn.

3.1 Personalized Page Importance

In addition to the traditional text matching techniques, modern web search
engines also employ the importance scores of pages for ranking the search results.
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The most famous example is the PageRank algorithm , which is the basis for all
web search tools of Google [34]. By utilizing the linkage structure of the web,
PageRank computes the corresponding importance score for each page. These
importance scores will affect the final ranking of the search results. Therefore,
by modifying the importance equations based on user preference, the PageRank
algorithm can create a personalized search engine.

Basically, personalized importance scores are usually computed based on a set
of favorite pages defined by users. In topic-sensitive PageRank [36], the system
first pre-computes web pages based on the categories in Open Directory. Next, by
using the pre-computation results and the favorite pages, the system can retrieve
“topic-sensitive” pages for users. The experimental results [36] illustrated that
this system could improve the search engine. However, this technique is not
scalable, since the number of favorite pages is limited to 16 [35].

With the aim of constructing a scalable and personalized PageRank search
engine, Jeh and Widom [35] proposed a model based on personalized PageRank
vector (PPV). PPV represents the distribution of selection in the model. The
selection of PPV prefers pages related to input favorite pages. For example, the
pages linked by the favorite pages and the pages linked to these favorite pages
have higher selected possibilities. Each PPV can be considered as a personalized
view of the importance of pages. Therefore, by incorporating PPV during the
selection process, the search engine can retrieve pages closer to user preferences.

In general, since these techniques require direct inputs from users, the system
increases the usage overhead. As a result, instead of saving time from identifying
relevant web pages, users could possibly spend more time to personalize the
search.

3.2 Query Refinement

Instead of modifying the algorithms of search engines, researchers [37–40] pro-
posed assisting users with the query refinement process. Generally, the query
refinement process of these systems consists of three steps.

1. Obtaining user profiles from user: The user profiles could be explicitly
entered by users or implicitly learned from user behaviors. For example,
WebMate [39] automatically learns the users’ interested domains through a
set of interesting examples; Persona [40] learns the taxonomy of user interests
and disinterests from user’s navigation history; the system proposed by Liu
et al. [38] can learn user’s favorite categories from his/her search history.
Different from these systems, the client-side web search tool proposed by
Chau et al. [37] requires direct inputs about interesting phrases from users.

2. Query modification: The systems first adjust the input query based on the
corresponding user profile. Subsequently, the modified query is outsourced
to search engines. For instance, the system proposed by Liu et al. [38] maps
the input query to a set of interesting categories based on the user profile
and confines the search domain to these categories. In Websifter [42], after a
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user submits his/her intent , Websifter formulates the query based on user’s
search taxonomy and then submits the query to multiple search engines6.

3. Refinement: After receiving the query results from the search engine, the
systems refine the response. Occasionally, some search systems would fur-
ther filter the irrelevant pages. For example, in the Persona system [40], the
search results are ranked according to authoritativeness with a graph based
algorithm. The returned set in Persona only contains the top n documents.
Furthermore, Persona would refine the results if the user provides positive
or negative feedback on the response.

In general, maintaining efficiency is the major challenge of the query refine-
ment approach. That is, the time complexity of the proposed techniques grows
with the size of user profiles, e.g., the number of interested categories, keywords,
and domains.

3.3 Personalized Metasearch Systems

It has been reported [41] that the search engine coverage decreases steadily as
the estimated web size increases. In 1999, no search engine can index more than
16% of the total web pages. Consequently, searching data by employing only
a single search engine could result in a very low retrieval rate. To solve this
problem, metasearch systems, such as MetaCrawler7, Dogpile8, and McFind9,
are proposed to increase the search coverage by combining several search engines.
Ideally, by merging various ranked results from multiple search engines into

one final ranked list, metasearch systems could improve the retrieval rate. How-
ever, since metasearch systems expand the search coverage, the information over-
load problem could possibly be intensified. In order to improve the accuracy of
returned results, researchers proposed different techniques for incorporating user
preferences into metasearch systems.
The first type of personalized metasearch systems [37, 42, 45] adopt the query

refinement approach. Typically, these metasearch systems modify the input query
based on the corresponding user profile. Some systems[37, 45] can further select
the outsourcing search engines based on user’s intent. Since these systems ex-
ploit the query refinement approach, they also inherit the scalability problem
from the query refinement approach.
The second types of personalized metasearch systems [43, 44] emphasize on

the merging procedures. By considering user preferences during the merging
process, the systems could retrieve different documents even with the same set
of input lists from search engines. For example, in Inquirus 2 [44], users can assign
(explicitly or implicitly) weights to different search engines and categories. The
final rankings of results in Inquirus 2 are aggregated with a weighted average

6 Note that aggregating the results from different search engines is the problem of
metasearch, which is described later in Section 3.3.

7 http://www.metacrawler.com/
8 http://www.dogpile.com/
9 http://www.mcfind.com/
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process. For another instance, the personalized metasearch engine proposed by
Zhu et al. [43] merges the lists based on explicit relevance feedback. In this
system, users can assign “good” or “bad” scores to returned pages. With content-
based similarity measure, the system could evaluate final scores to all pages. Note
that the importance degrees of search engines are not considered in this merging
technique.
In general, most metasearch systems emphasize on one-phase merging pro-

cess, i.e., the system only considers the final score of each page returned from a
search engine. However, the final score provided by each search engine is com-
posed of several similarity values, where each value corresponds to a feature.
For instance, the similarity values can be derived based on the corresponding
titles of the pages, the URLs of the pages, or the summaries generated by the
search engine. For another example, assume the query submitted by the user is
“SARS WHO”, the metasearch system can obtain different scores from the same
search engine with similar queries (e.g., “SARS WHO”, “SARS and WHO orga-
nization”, “SARS on Who magazine”, and “Severe Acute Respiratory Syndrome
and WHO organization”) that are generated by a query modification process.
Therefore, merging these query scores based on user preferences should also be
considered.
In our recent work [46], we introduced a new concept, two-phase decision

fusion, where scores returned from the search engines are aggregated based
upon user perceptions on both search engines and the relevant features. Our
experimental results indicate that as compared to a traditional decision fusion
approach, the retrieval accuracy of the two-phase decision fusion approach is
significantly improved.
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