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General background
The structure of Chinese characters

6 categories for the constitution of individual characters according
to Chinese tradition (Xt Shen, S /shuowén jiszi/, IT AD):

%92 pictograms: H ‘moon’
J58 symbols: | ‘above’

= . . . oL )
JZF= radical-pronunciation: . ‘to cry

=z o .
£>3 composition: i ‘forest’

§ir 7 modification: & ‘long’ or ‘to grow’ depending on tone
IiXfef borrowing: 3K ‘leather clothing’ being used for ‘to seek’,
replaced by 3 = same + X ‘clothing’
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Introduction

The structure of Chinese characters

Usual claim: about 80% of the Chinese characters belong to the
category JIZf4, i.e., semantic clue (called radical) + pronunciation
part.
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The problem
The structure of Chinese characters

Usual claim: about 80% of the Chinese characters belong to the
category JIZf4, i.e., semantic clue (called radical) + pronunciation
part.

S-L N 1.

{\ = { + M

‘to cry’ ‘water’ /i)
meaning = semantic clue + pronunciation
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Introduction The problem

The structure of Chinese characters

Usual claim: about 80% of the Chinese characters belong to the
category JIZf4, i.e., semantic clue (called radical) + pronunciation

part.
R A N 1.
{\ = { + M
‘to cry’ ‘water’ /i)
meaning = semantic clue + pronunciation
P identical left part
(semantic key)
WUt 1 |[water]
a1 [icel
{5t 4 [human]
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Introduction The problem

The structure of Chinese characters

Usual claim: about 80% of the Chinese characters belong to the
category JIZf4, i.e., semantic clue (called radical) + pronunciation

part.
oL N N
0 = y + VA
‘to cry’ ‘water’ /i)
meaning = semantic clue + pronunciation
P identical left part . identical right part
(semantic key) A (pronunciation)
WUt 1 |[water] /M # /pan/
Ut 1 [ice] HAd H o /liang/
{50 4 [human] Jott Jt Jen/
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Introduction

Can we substantiate this claim using analogy?
o os

™

/) : B/ s [ling/ : /ling/
/i o /li/ o /ling/ : /ling/

Y. Lepage
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IPS, Waseda university
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Ths problem
Analogies between graphical objects

First necessary step: retrieve all analogies between the graphical
forms of the characters themselves.
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Introduction The problem

Background: explore the ways analogy structures language units
following linguistic insights (Varro, Paul, Saussure, Bloomfield,
Itkonen)

e Estimation of the number of true analogies (form and
meaning) between short sentences in corpora

e Estimation of the number of true analogies between chunks in
different languages (Japanese and English)

e Measure of proximity of languages by commonality in the
structure of their vocabularies

e Use of analogy in machine translation and paraphrasing
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Introduction

A word about analogy




Aol clye ooy
Proportional analogies

Most ancient definitions of proportional analogy:

Four objects A, B, C and D, are in analogical relation
(proportional analogy) if the first object is to the second
object in the same way as the third object is to the fourth
object. Proportional analogies are noted A: B ::C : D.

In all generality:
e ratio = relation between two objects (the colon :)

e conformity = relation between two ratios (the two colons ::)

Proportional analogy = conformity of ratios of two pairs of
objects of the same kind.
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A word about analogy

An important remark

Conformity is not always an equivalence relation
(i.e., reflexive, symmetrical and transitive).

For instance, between strings of symbols,
transitivity in the general case would imply:

A:A::C:D possible with C # D.

This would be similar to admitting
ez falso sequitur quodlibet in logic.
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A word about analogy

General properties of proportional analogies

means
means + sym. :: + exch. means
means + sym. ::

:» -+ exch. means

i + exch. means + sym. :

A:B:C:D
A:C:B:D exch.
B:A:D:C  exch.
B:D:A:C  exch.
C:A:D:B sym.
C:D:A:B sym. :
D:B:C:A sym.
D:C:B:A  exch.

means + sym. :: + exch. means + sym. :

Y. Lepage (IPS, Waseda university) | Graphical struct. of Chinese chars SAMAI 2012 10 / 47



Introduction

Analogies between vectors
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bsianeleliteinteys8ll Analogies between vectors

Object = vector of numerical values
Ratio = difference between vectors
Conformity = equality of vectors

In this setting, conformity is transitive.
Setting applicable to pixel images by converting an image into
some vector.
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Introduction

Analogical clusters




Introduction

Naively, the problem is basically O(n*).

naive approach
A:B:C:D
C:D:FE:F
A:B:E:F
O(n?)
enumeration of all
analogies

Graphical struct. of Chinese chars



IbaReTsiteintels il A nalogical clusters

Naively, the problem is basically O(n*).
In fact, equivalent to a problem of complexity O(n?).

A:B:C:D and C:D:E:F = A:B:FE:F

naive approach
A:B:C:D
C:D:FE:F
A:B:E:F
O(n%)
enumeration of all
analogies

use of transitivity
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Naively, the problem is basically O(n*).
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A:B:C:D A:B
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IbaReTsiteintels il A nalogical clusters

Naively, the problem is basically O(n*).
In fact, equivalent to a problem of complexity O(n?).

A:B:C:D and C:D:E:F = A:B:FE:F

naive approach

use of transitivity
A:B:C:D A:B
C:D:FE:F & C:D
A:B:E:F E:F
O(n%) O(n?)

enumeration of all enumeration of all
analogies ratios
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ibsiaveleliteinteys8l Enumeration of all ratios

Improvements for the enumeration of all ratios

e Properties of analogy

e (i) Elimination of redundant clusters (symmetry of ratio)
e (ii) Avoiding the trivial cluster (reflexivity of conformity)

e Quantity of information

e (iii) Elimination of clusters reduced to one ratio
¢ (iv) Conditional elimination of clusters reduced to one
analogy
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Introduction

(i) Elimination of redundant clusters

Cluster number

(2) (3)
: B :

(4)
B:D B
C:D

A

D: B
:C
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Introduction

(i) Elimination of redundant clusters

Cluster number

(1) (2) (3) (4)
1B . . .

B:D B: A C:A

C:D A:C : D:B
: : D:C :

As difference between vectors: (1) = —(3) and (2) = —(4).
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ibsiaveleliteinteys8l Enumeration of all ratios

(i) Elimination of redundant clusters

Cluster number

(1) (2) (3) (4)
1B . ; }
B:D B:A C:A
C:D A:C : D:B
D:C

As difference between vectors: (1) = —(3) and (2) = —(4).
Impose an order on vectors to compute ratios between u and v
only when u < v
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ibsiaveleliteinteys8l Enumeration of all ratios

(i) Elimination of redundant clusters

Cluster number

(1) (2)

B:D

C:D A:C

As difference between vectors: (1) = —(3) and (2) = —(4).
Impose an order on vectors to compute ratios between v and v
only when v < v = from n? to n?/2.
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(ii) Avoiding the trivial cluster

Null ratio = set of all trivial analogies: A:A: B: B.

A A
B:B
c:C

u]
)

I
i
tht
u
S
o
i)
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ibsiaveleliteinteys8l Enumeration of all ratios

(ii) Avoiding the trivial cluster

Null ratio = set of all trivial analogies: A:A: B:B.

A A
B:B
c:C

= Enumerate ratios strictly above the diagonal, i.e., compute
ratios between u and v only when u < v.
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ibsiaveleliteinteys8l Enumeration of all ratios

(iii) Elimination of non-informative clusters

Non-informative clusters = clusters that contain only one ratio,

i.e., one pair of objects: A : B and thus represent only one
trivial analogy: A:B: A: B
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ibsiaveleliteinteys8l Enumeration of all ratios

(iii) Elimination of non-informative clusters

Non-informative clusters = clusters that contain only one ratio,
i.e., one pair of objects: A : B and thus represent only one
trivial analogy: A:B: A: B

Early detection of such cases = Reduction in processing time and
memory.
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ibsiaveleliteinteys8l Enumeration of all ratios

(iii) Elimination of non-informative clusters

number of chars | runtimes in seconds | time reduction
processed without with | in percentage
1,000 9 14 +55%
2,000 39 36 -T%
3,000 92 82 -10%
4,000 173 142 -17%
5,000 277 219 -20%
6,000 426 313 -26 %
7,000 605 438 27%
8,000 739 557 -24 %
9,000 944 702 -25%
10,000 1204 836 -30%
11,000 1517 1123 -25%
12,000 1864 1302 -30%
13,000 2265 1342 -40%
14,000 2646 1791 -32%
14,655 2873 1889 -34%
Y. Lepage (IPS, Waseda university) | Graphical struct. of Chinese chars SAMAI 2012 21 / 47




Introduction

(iv) Conditional elimination of clusters reduced
to one analogy

Qo
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Introduction

(iv) Conditional elimination of clusters reduced
to one analogy

Qo
wley

Elimination of clusters reduced to one analogy = Reduction in
memory used.
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Introduction

Program = Data structure + Algorithm
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Program = Data structure + Algorithm

Data structure used: feature tree

(S8

RO = =T NN
= o wlw
— = 00 O
[
o

1
2
6
2
3

-3
ol © oo
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Introduction

Data structure used: feature tree

level 1

level 2

level 3

level 4

Program = Data structure + Algorithm

[5;5]:10
|
[5;5]:8
|
[5;5]:9
|

[1;5]:none
SN T~
[1;2]:2 [3;3]:3 [4;4]:9
/N | |
[1;1]:6 [2;2]:7 [3;3]:6 [4;4]:8
| | | |
[1;1]:2 [2:2]:1 [3;3]:10 [4;4]:1
| | | |
[1;1]:3 [2;2]:2 [3;3]:7 [4;4]:1

Y. Lepage

(IPS, Waseda university)

Graphical struct. of Chinese chars

[5:5]:5

SAMAI 2012

25 / 47



Introduction

Exploration of space 1/2

[1;2]:2

[3;3]:3

[4;4]:9

[5;5]:10

[1;2]:2

[1;2]x[1;2]:0

[1;2]x[3;3]:1

[1;2]x[4;4]:7

[1;2]x]5;5]:8

[3;3]:3

[3;3]x[4;4]:6

[3;3]x[5;5]:7

[4;4]:9

[4;4]x[5;5]:1

[5;5]:10
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Exploration of space 2/2

| (4419 || [5:5]8
[1;1]:6 || [1;1]x[4;4]:3
[2;2]:7

[2;2]x[4;4]:2
[3;3]:6 ||

|| [3;3]x[5;5]:2 |

1iversity)

Graphical struct. of Chinese chars
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Program = Data structure + Algorithm
Summary: overall sketch of the method

e Convert each object into a feature vector
e Check for separation of space = List equivalent objects

e Define order on feature vectors (we use least correlations of
values among features)

e Sort feature vectors according to lexicographic order in the
defined order of features

e Build feature tree for the sorted feature vectors

e Compute the differences between the feature vectors by
blocks = Traverse feature tree in parallel in breadth-first
order, above first diagonal only, applying the 4 possible
improvements

e Output list of pairs of intervals corresponding to each
different possible ratio
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Application to Chinese characters
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Application to Chinese characters

Monospace (or fixed-width or fixed-size) fonts are lists of
characters described as black and white icons of fixed height and
width.

e Font used: knj10B.bdf!, a 18 x 18 pixel font.

e Each character has a fixed height of 18 lines and a fixed
width of 24 pixels (each line is encoded on 3 bytes, but actual
width is 18 pixels).

e We use the 14,655 Sino-Japanese characters available in this

font in the range between the Unicode codepoints 13,312 (—)
and 40 891 (nul)

Designed by Nagao Sadakazu (snagao@tkb.att.ne.jp)y version 1:1 of 1999.
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Application to Chinese characters
Characters as black and white icons

Visualization of some characters of the font knj10B as icons

Mol M.

L
. . MMMMMMMMMMMMM .
MOM.LLUMLL LML
LoWMLoLLUUMLL LML
. . .MMMMMMMMMMM.. .
SMLoOLUMLL LML
oWMlLL ML LML
.. .MMMMMMMMMMM .. .

. M.M.M.M..MM.MM. .
L M.MUMUML ML LML
. M.M.M.M.MM. ..MM

Graphical struct. of Chinese chars SAMAI 2012 31 / 47
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Introduction

Conversion of pixel images into vectors of
numerical features

........ M..M..M.........
MMMM. ..M..M..M.........
....M.MMMMMMMMMMM. . . . ...
o MU MLUML ML
o MULUMLUUML ML
SMMMM. ..M..MMMM.........
Mool P
Mool MMMMMMMM. . ......
MMMM. ..... P
....M.MMMMMMMMMMM. . . . ...
e ML MMM L.l
oML MMM
co. MU MMLMLMM. ...l

MM..MM..M..MM........
.. MOUMM.L ML MML L.
MMM L. T
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Introduction

Conversion of pixel images into vectors of
numerical features
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Introduction

Conversion of pixel images into vectors of
numerical features
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Introduction

Conversion of pixel images into vectors of
numerical features
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Introduction

Conversion of pixel images into vectors of
numerical features
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Introduction

Conversion of pixel images into vectors of
numerical features

........................ 0
........ M..M..M......... 3
MMMM. ..M..M..M......... 7
....M.MMMMMMMMMMM. . . . ... 12
oMU MLUML MLl 4
oMU MLUUML ML 4
MMMM. ..M..MMMM......... 9
M...... P 2
M...... MMMMMMMM. . . ..... 9
MMMM. ..... . 5
....M.MMMMMMMMMMM. . . . ... 12
oML MMM L. 4
oMU MMM 4
co. MU MMLMLMM. ...l 6
MM..MM..M..MM........ 7
.. MOUMMLL ML MML L. 6
MMM L. T 4
........................ 0
0

=] F = = =




Introduction

Conversion of pixel images into vectors of
numerical features

........................ 0
........ M..M..M......... 3
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Introduction

Conversion of pixel images into vectors of
numerical features

........................ 0
........ M..M..M......... 3
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Introduction

Conversion of pixel images into vectors of
numerical features

........................ 0
........ M..M..M......... 3
MMMM. ..M..M..M......... 7
....M.MMMMMMMMMMM. . . . ... 12
oMU MLUML MLl 4
oMU MLUUML ML 4
MMMM. ..M..MMMM......... 9
M...... P 2
M...... MMMMMMMM. . . ..... 9
MMMM. ..... . 5
....M.MMMMMMMMMMM. . . . ... 12
oML MMM L. 4
oMU MMM 4
co. MU MMLMLMM. ...l 6

MM..MM..M..MM........ 7
.. MOUMMLL ML MML L. 6
MMM L. T 4
........................ 0
B

064610341635470530000000

18 + 24 = 42 features. . . or less
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bsiaNeYeliteinteys8 Application to Chinese characters

Clusters obtained (sample): typical clusters

e
AT g

Al il
k-3
iieh 9
A il
HEHE
BB
i

E N

PRER
O
T A
Iﬁﬁ& AN
Be:Fi jEﬁ,E
Wbl
K

A
i AE
%ﬁz:ﬁﬁ
S b

EC R
k- /17K

Hi[mum

t

Tl Thl Snh
9 e 20

Y. Lepage

(

IPS, Waseda university

) Graphical struct. of Chinese chars

SAMAI 2012

33 /47



Clusters obtained (sample): typical clusters

Y. Lepage
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Clusters obtained

Non-typical clusters

M
ENERE
s> d0
P 0




Non-typical cluster obtained with less features

NERVR
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‘Which features?

Features: # of ‘on’ pixels on each line and col.

Y. Lepage

Numbgr . Number Numb(?r . Number
of pairs in of pairs in
of clusters of clusters
cluster cluster
2 216 14 3
3 451 15 1
4 66 16 2
5 25 17 1
6 19 18 1
7 17 19 2
8 10 21 1
9 5 22 1
10 2 32 1
11 3 52 1
12 4 55 1
13 1
(IPS, Waseda university) | Graphical struct. of Chinese chars SAMAI 2012
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‘Which features?

Features: ‘on/off” pixels themselves

Numbgr . Number Numb(?r . Number
of pairs in of pairs in
of clusters of clusters
cluster cluster
2 213 14 1
3 427 15 1
4 66 16 2
5 23 17 1
6 19 18 1
7 17 19 2
8 10 21 2
9 5 32 1
10 3 50 1
11 3 53 1
12 4
13 2
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‘Which features?

# of clusters (ordin.) with same # of pairs
(absc.)

500 T T T T T

450 b - .
400 |- .
350 |- .
300 |- .
250 | i
200 |- .
150 |- i

100 | —

I —}_’THL_, |
0 1 | | |
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‘Which features?

#+ of clusters (ordinates) per char (abscissae)

100 ————— — — )
; ]
+ ot J

+ +$
Lo+
+ +

10 + . -
r i ]
L + i
L + i

+
L + ]
L + ]
1 10 100 1000 10000

Total number of characters appearing in clusters: 5,982 over
14,655 used = 41%.
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Which features? Conclusion

e A first attempt at applying analogy to pixel images of the
same size by converting them into feature vectors

e A general method for enumerating all analogies between all
objects in a set of objects, represented as numerical feature
vectors, by enumerating all possible ratios (analogical
clusters)

e Few preliminary results on automatically rediscovering the
structure of Chinese characters
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Which features? Conclusion

Open problem

e Selection of features (horizontal, vertical, diagonal lines,
circles?)

e Shift in images not handled

e Scaling of images not handled

Do not all these problems reduce to the same problem, that of
simulating human visual perception?
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Thanks for listening IR
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