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When processing the geometry of digital surfaces (boundaries of voxel sets), linear local structures 
such as pieces of digital planes play an important role. To capture such geometrical features, plane-

probing algorithms have demonstrated their strength: starting from an initial triangle, the digital 
structure is locally probed to expand the triangle approximating the plane parameters more and 
more precisely (converging to the exact parameters for infinite digital planes). Among the different 
plane-probing algorithms, the L-algorithm is a plane-probing algorithm variant which takes into 
account a generally larger neighborhood of points for its update process. We show in this paper 
that this algorithm has the advantage to guarantee the so-called Delaunay property of the set of 
probing points, which has interesting consequences: it provides a minimal basis of the plane and 
guarantees an as-local-as-possible computation.

1. Introduction

In digital geometry, a digital surface is a quadrangular mesh that corresponds to the boundary of a union of regularly spaced 
unit cubes. The digital nature of such surfaces is a great advantage for computations in many material sciences or medical imaging 
applications (e.g., [1–3]). However, the local geometry is very poor and difficult to analyze since the cubes provide at most six 
different normal directions. In order to estimate the geometry of the digital surfaces, an approach is to analyze locally the digital 
surface within a given neighborhood. The size of the neighborhood should be chosen carefully, because we risk blurring sharp features 
if the neighborhood is too large. The challenge is to seek the right trade-off between finding an appropriate geometrical estimation 
and preservation of sharp features.

Purely digital methods have thus emerged and try to perform digital surface analysis. Geometrical properties of continuous planes 
are translated into digital planes [4]. For example, [5] introduces the concepts of leaning points and leaning plane for digital plane 
recognition. Other works propose digital plane recognition algorithms with low complexity from a finite subset of three-dimensional 
integer points, e.g., [6,7]. To estimate differential quantities, there exist methods that require user-defined parameters such as Voronoi-

based methods [8] and integral invariant methods [9]. In this context, plane-probing algorithms could lead to normal vector estimators 
without the need of external parameters.
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Fig. 1. The evolution (from left to right) of a tetrahedra-based plane-probing algorithm on a digital plane of normal (1,2,5).

Fig. 2. The evolution for normal (1, 73, 100) with H-algorithm (a) and R-algorithm (b). Here, L-algorithm has the same output as the R-algorithm. Every triangle of the 
evolution is superimposed. The initial triangle is blue. The last one is red. (For interpretation of the colors in the figure(s), the reader is referred to the web version of 
this article.)

Fig. 3. The evolution for normal (2,5,156) with H-algorithm (a), R-algorithm (b) and L-algorithm (c). The notations are the same as Fig. 2.

Plane-probing algorithms are methods which adapt the neighborhood progressively. The first plane-probing algorithm was pro-

posed in [10]. It probes some points in the digital surface and the output represents locally an approximation of the digital surface. 
Other plane-probing algorithms were proposed later [11,12]. They consider a tetrahedron whose apex is outside the digital surface 
and a triangle formed of three points that belong to the digital surface. The apex of the tetrahedron always stays in the same position 
so that one can focus on the movement of the triangle. See Fig. 1 for an example on a digital plane.

Despite the fact that plane-probing algorithms can return the exact normal on an infinite digital plane determined by a rational 
normal vector, they may encounter difficulties with non-planar surfaces [12]. Probing for points not too far away from the initial 
point can alleviate those difficulties. That is why, we wish here to estimate a minimal neighborhood that provides a good normal 
estimation.

There are mainly three types of tetrahedron-based plane-probing algorithms: H-algorithm and R-algorithm, first introduced in [12], 
and L-algorithm [13]. The primary difference between those algorithms is the considered candidate set of points at each iteration. 
Sometimes, one can observe that the R-algorithm probes points more locally than the H-algorithm (see Fig. 2 and Fig. 3). Furthermore, 
one can observe that the L-algorithm usually takes fewer steps than the two other algorithms (see Fig. 4). Nevertheless, in practice, 
the R-algorithm and the L-algorithm always return the same triangle in the end and that final triangle has only acute or right angles. 
It is not trivial at all to give a proof of that fact because the triangles may have an obtuse angle throughout the iterations.

In order to find an invariant, we focus in this paper on pairs of consecutive triangles. For all three above-mentioned algorithms, 
two consecutive triangles share two common vertices and with the two other distinct vertices one can define a unique circumscribing 
ball. These balls have very strong and interesting properties in the case of the L-Algorithm. For example, the radius of the balls is 
strictly increasing (see Fig. 4). In addition, the interior of the balls does not include any point of the digital plane. For normal vectors 
between (1, 1, 1) and (80, 80, 80), we have counted the number of points which lie in both the plane and the ball circumscribing two 
consecutive triangles. There are in total 75235972 points detected in balls for the H-algorithm; 424 points are detected for the R-

algorithm; while no points for the L-algorithm. We name this invariant property the Delaunay property after the empty-circle condition 
2

used to define the Delaunay triangulation of a set of points in computational geometry. In particular, all the triangular facets whose 
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Fig. 4. Evolution of the radius of the balls circumscribing two consecutive triangles for a digital plane of normal (2, 5, 156) with H-algorithm (green), R-algorithm 
(blue) and L-algorithm (red). Only L-algorithm has non-decreasing variation.

circumcircle contains none of the points of a digital segment have been characterized in [14]. This work can be thought of a partial 
3D extension of that result.

Indeed, our objective is to demonstrate that the Delaunay property holds for the L-algorithm and to provide a theoretical upper 
bound for the position of the final triangle. The Delaunay property is also useful for an optimized implementation of the L-algorithm 
[13].

The outline of the paper is as follows: we start by introducing the general framework of plane-probing algorithms and the L-

algorithm in sec. 2. The main theorem that mentions the Delaunay property is announced in sec. 3, followed by some proximity results 
for the L-algorithm. We complete the paper with two sections: in sec. 4, we prove the important Lemma 7 leaving the technical details 
to sec. 5, which is arranged into three categories: projection-based-results (5.1), circumsphere-based-results (5.2), and proximity 
results (5.3).

2. Digital plane probing and the L-algorithm

A digital plane is an infinite digital set defined by a normal 𝐍 ∈ℤ3 ⧵ {𝟎}, a shift value 𝜇 ∈ℤ and a thickness 𝜔 ∈ℤ as follows [15]:

𝐏𝜇,𝐍 ∶= {𝐱 ∈ℤ3 | 𝜇 ≤ 𝐱 ⋅𝐍 < 𝜇 +𝜔}. (1)

In this paper, we set 𝜔 ∶= ‖𝐍‖1 and we assume w.l.o.g. that 𝜇 = 0 and that the components of 𝐍 are non-negative but not all zero, 
i.e., 𝐍 ∈ℕ3 ⧵ {𝟎}. Given a digital plane 𝐏 ∈ {𝐏0,𝐍 | 𝐍 ∈ℕ3 ⧵ {𝟎}} of unknown normal vector, a plane-probing algorithm computes the 
normal vector 𝐍 of 𝐏 by sparsely probing it with the predicate “is 𝐱 in 𝐏?”. We describe below a specific plane-probing algorithm, 
called L-algorithm (see Algorithm 1). An extensive description of the L-algorithm and its properties is provided in [13]. For the sake 
of clarity, we briefly describe its critical steps below.

Algorithm 1: L-algorithm.

Input: The predicate InPlane ∶= “Is a point 𝐱 ∈ 𝐏?”, a point 𝐨 ∈ 𝐏
Output: A normal vector �̂� and a basis of the translated lattice {𝐱 | 𝐱 ⋅ �̂� = 𝜔 − 1}.

1 𝐪 ← 𝐨 +∑
𝑘 𝐞𝑘 ; (𝐯(0)

𝑘
)𝑘∈ℤ∕3ℤ ← (𝐪 − 𝐞𝑘)𝑘∈ℤ∕3ℤ ; // initialization

2 𝑖 ← 0 ;

3 while {𝐱 ∈ (𝑖) | InPlane(𝐱)} ≠ ∅ do

4 Let (𝑘, 𝛼, 𝛽) be such that, for all 𝐲 ∈ {𝐱 ∈ (𝑖) | InPlane(𝐱)}, 𝐯(𝑖)
𝑘
+ 𝛼(𝐪 − 𝐯(𝑖)

𝑘+1) + 𝛽(𝐪 − 𝐯(𝑖)
𝑘+2) ≤𝐓 𝐲 ; // equation (3)

5 𝐯(𝑖+1)
𝑘

← 𝐯(𝑖)
𝑘
+ 𝛼(𝐪 − 𝐯(𝑖)

𝑘+1) + 𝛽(𝐪 − 𝐯(𝑖)
𝑘+2) ; // equation (4)

6 ∀𝑙 ∈ {0, 1, 2} ⧵ 𝑘, 𝐯(𝑖+1)
𝑙

← 𝐯(𝑖)
𝑙

;

7 𝑖 ← 𝑖 + 1 ;

8 𝐵← {𝐯(𝑖)0 − 𝐯(𝑖)1 , 𝐯(𝑖)1 − 𝐯(𝑖)2 , 𝐯(𝑖)2 − 𝐯(𝑖)0 } ;

9 Let 𝐛1 and 𝐛2 be the shortest and second shortest vectors of 𝐵 ;

10 return 𝐛1 × 𝐛2, (𝐛1, 𝐛2) ; // × denotes the cross product

We call the set {𝐱 | 𝐱 ⋅ �̂� = 𝜔 −1} a translated lattice because it is a translation of the lattice {𝐱 | 𝐱 ⋅ �̂� = 0} and they share the same 
bases.

2.1. Description of the L-algorithm

Initialization Let (𝐞0, 𝐞1, 𝐞2) be the canonical basis of ℤ3. Given a starting point 𝐨 ∈ 𝐏, let 𝐪 be equal to 𝐨 +∑
𝑘 𝐞𝑘 (𝐪 is by definition 
3

not in 𝐏) and let 𝐯(0)
𝑘

be equal to 𝐪 − 𝐞𝑘 for all 𝑘 ∈ℤ∕3ℤ. We define the initial triangle as 𝐓(0) ∶= (𝐯(0)
𝑘
)𝑘∈ℤ∕3ℤ provided that 𝐓(0) ⊂ 𝐏.
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Fig. 5. Illustration of the neighborhood  (𝑖) (marked with hollow diamonds).

Fig. 6. Illustration of the balls (𝐓(𝑖),𝐱′) (purple) and (𝐓(𝑖),𝐱) (blue). Since ((𝐓(𝑖),𝐱′) ∩
(𝑖)
+ ) lies in ((𝐓(𝑖),𝐱) ∩

(𝑖)
+ ), we have 𝐱′ ≤𝐓 𝐱.

Candidate set At each step 𝑖 ∈ ℕ, the triangle 𝐓(𝑖) = (𝐯(𝑖)
𝑘
)𝑘∈ℤ∕3ℤ represents the current approximation of the plane 𝐏. The L-algorithm 

updates one vertex of 𝐓(𝑖) per iteration. That vertex is replaced with a point of 𝐏 from a candidate set defined as follows:

 (𝑖) ∶=
{
𝐯(𝑖)
𝑘
+ 𝛼(𝐪− 𝐯(𝑖)

𝑘+1) + 𝛽(𝐪− 𝐯(𝑖)
𝑘+2) ∣ 𝑘 ∈ℤ∕3ℤ, (𝛼, 𝛽) ∈ℕ2 ⧵ {(0,0)}

}
. (2)

(See Fig. 5.)

At each step 𝑖 ∈ ℕ, let (𝑖)
+ (resp. (𝑖)

− ) be the open half-space bounded by the plane passing by 𝐓(𝑖) and containing 𝐪 (resp. not 
containing 𝐪). Let us consider the ball (𝐓(𝑖), 𝐱) circumscribing 𝐓(𝑖) and a point 𝐱 ∈

(𝑖)
+ . It induces a total preorder on (𝑖)

+ through 
the inclusion relation (see Appendix A). For any pair 𝐱, 𝐱′ ∈

(𝑖)
+ , we say that 𝐱′ is closer to 𝐓(𝑖) than 𝐱, denoted by 𝐱′ ≤𝐓 𝐱, if and 

only if ((𝐓(𝑖), 𝐱′) ∩
(𝑖)
+ ) ⊆ ((𝐓(𝑖), 𝐱) ∩

(𝑖)
+ ) (see Fig. 6).

The L-algorithm updates a vertex of 𝐓(𝑖) with a point of the set  (𝑖)⋂𝐏 that is a closest one according to ≤𝐓 (note that this is a 
finite set, see sec. 2.2). More precisely, if  (𝑖)⋂𝐏 ≠ ∅, there is an index 𝑘 ∈ℤ∕3ℤ and there are numbers (𝛼, 𝛽) ∈ ℕ2 ⧵ {(0, 0)} such 
that

∀𝐱 ∈ (𝑖) ∩ 𝐏, 𝐯(𝑖)
𝑘
+ 𝛼(𝐪− 𝐯(𝑖)

𝑘+1) + 𝛽(𝐪− 𝐯(𝑖)
𝑘+2) ≤𝐓 𝐱. (3)

Note that the triple (𝑘, 𝛼, 𝛽) may not be unique when several points are in a cospherical position and in this case any triple could be 
4

picked for the next iteration.
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Once a triple (𝑘, 𝛼, 𝛽) has been selected, the update rule is:

⎧⎪⎨⎪⎩
𝐯(𝑖+1)
𝑘

∶= 𝐯(𝑖)
𝑘
+ 𝛼(𝐪− 𝐯(𝑖)

𝑘+1) + 𝛽(𝐪− 𝐯(𝑖)
𝑘+2),

𝐯(𝑖+1)
𝑘+1 ∶= 𝐯(𝑖)

𝑘+1,

𝐯(𝑖+1)
𝑘+2 ∶= 𝐯(𝑖)

𝑘+2.

(4)

As shown in Algorithm 1, lines 4 to 6, equations (3) and (4) are used to update the current triangle.

Termination The algorithm terminates at a step 𝑛, when the neighborhood has an empty intersection with the plane, i.e., when 
 (𝑛)⋂𝐏 = ∅ (Algorithm 1, line 3). The number of steps, 𝑛, is less than or equal to 𝜔 − 3, which is a tight bound reached for any 
normal of components (1, 1, 𝑟) with 𝑟 ∈ ℕ ⧵ {0}. This result can be found in [12, Theorem 1]. Slightly different candidate sets are 
introduced in [12]. However, they are included in  (𝑖) by definition for all steps 𝑖 ∈ {0, … , 𝑛} and all mentioned results were actually 
already proved in [12] for the larger candidate set  (𝑖) we consider in this paper. In addition, if 𝐨 is one of the lowest point in 𝐏, 
i.e., 𝐨 ⋅𝐍 = 0, 𝐓(𝑛) lines up with 𝐏, as recalled in the following theorem:

Theorem 1 ([12], Corollary 5). If 𝐨 is a lower leaning point i.e., 𝐨 ⋅𝐍 = 0, the normal of 𝐓(𝑛) is equal to 𝐍 and any two edges form a 
basis of the translated lattice of upper leaning points, i.e., {𝐱 ∈ℤ3 ∣ 𝐱 ⋅𝐍 = 𝜔 − 1}.

The condition 𝐨 ⋅𝐍 = 0 is crucial for the correctness of the output of the algorithm. If 𝐨 is not a lower leaning point, we cannot 
ensure the accuracy of the output. However, there are two practical solutions to cope with this problem. The first solution involves 
running the algorithm from all corner points and then applying a fast post-filtering procedure to determine the relevant starting 
corners and results (see Sec. 5 and Algorithm 5 in [12]). The second solution is to encapsulate the tetrahedron-based plane-probing 
algorithms within a more general framework based on a parallelepiped and a modified probing procedure [16].

2.2. Basic properties

We gather in this section the main properties that the L-algorithm shares with its predecessors studied in [12]. The following 
results involve these vectors:

∀𝑖 ∈ {0,… , 𝑛}, ∀𝑘 ∈ℤ∕3ℤ, 𝐦(𝑖)
𝑘
∶= 𝐪− 𝐯(𝑖)

𝑘
. (5)

Theorem 2 ([12], Lemma 3). For all 𝑖 ∈ {0, … , 𝑛}, det(𝐦(𝑖)
0 , 𝐦(𝑖)

1 , 𝐦(𝑖)
2 ) = 1.

This shows that, for all steps 𝑖 ∈ {0, … , 𝑛}, 
{
𝐦(𝑖)

0 ,𝐦(𝑖)
1 ,𝐦(𝑖)

2

}
is a basis of ℤ3, which is especially useful in sec. 4.

Theorem 3 ([12], Lemma 5). For all 𝑖 ∈ {0, … , 𝑛}, ∀𝑘 ∈ℤ∕3ℤ, 𝐦(𝑖)
𝑘
⋅𝐍 > 0.

If 𝐯(𝑖+1)
𝑘

= 𝐯(𝑖)
𝑘
+ 𝛼(𝐦(𝑖)

𝑘+1) + 𝛽(𝐦(𝑖)
𝑘+2), then we have 𝐯(𝑖+1)

𝑘
⋅𝐍 > 𝐯(𝑖)

𝑘
⋅𝐍 by Theorem 3. In other words, the algorithm always replaces 

a vertex with a higher candidate point in direction 𝐍. That property is a key point in the proof of Theorem 1. It also implies that the 
set  (𝑖) ∩ 𝐏 is always finite. Indeed, the scalar product (𝐯(𝑖)

𝑘
+ 𝛼(𝐦(𝑖)

𝑘+1) + 𝛽(𝐦(𝑖)
𝑘+2)) ⋅ 𝐍 tends to infinity when 𝛼 or 𝛽 (or both) tend 

to infinity. That is to say, when 𝛼 or 𝛽 is large enough, the point 𝐯(𝑖)
𝑘

+ 𝛼(𝐦(𝑖)
𝑘+1) + 𝛽(𝐦(𝑖)

𝑘+2) does not belong to 𝐏. As a consequence, 
Algorithm 1 can be implemented naively by visiting every point in the set  (𝑖) ∩ 𝐏 on lines 4 and 5. A more efficient algorithm is 
proposed in [13], where a smaller subset is shown to be enough to find a closest point.

In addition, we can derive the following small lemma which is needed in sec. 4.

Lemma 4. For all 𝑖 ∈ {0, … , 𝑛}, 𝐩(𝑖) ⋅𝐍 ≥ 0, with 𝐩(𝑖) ∶= 𝐪 −
∑

𝑘𝐦
(𝑖)
𝑘

.

Proof. By definition 𝐩(0) = 𝐨 and 𝐨 is assumed to belong to 𝐏. As a consequence, 𝐩(0) ⋅𝐍 ≥ 0.

For any 𝑖 ∈ {1, … , 𝑛 − 1}, there is (𝑘, 𝛼, 𝛽) such that 𝐦(𝑖+1)
𝑘

= 𝐦(𝑖)
𝑘

− 𝛼𝐦(𝑖)
𝑘+1 − 𝛽𝐦(𝑖)

𝑘+2, 𝐦(𝑖+1)
𝑘+1 = 𝐦(𝑖)

𝑘+1 and 𝐦(𝑖+1)
𝑘+2 = 𝐦(𝑖)

𝑘+2 by (4). 
Then, we remark that 𝐩(𝑖+1) ⋅ 𝐍 − 𝐩(𝑖) ⋅ 𝐍 = 𝛼𝐦(𝑖)

𝑘+1 ⋅ 𝐍 + 𝛽𝐦(𝑖)
𝑘+2 ⋅ 𝐍, which is positive by Theorem 3. We can therefore conclude by 

induction. □

3. Main results

For convenience let 𝐓(−1) denotes the degenerated triangle whose three vertices are all at 𝐨. At each step 𝑖 ∈ ℕ, let (𝑖) be the 
ball uniquely determined by the four distinct points of 𝐓(𝑖−1) ∪𝐓(𝑖). We have experimentally observed that the following property is 
5

verified by the L-Algorithm, but neither by the H-Algorithm, nor by the R-Algorithm:
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Fig. 7. The point 𝐱⋆ ∈ 𝐓(𝑖+1) ⧵𝐓(𝑖) has been chosen by the algorithm to update 𝐓(𝑖). The ball (𝑖+1) is defined from 𝐓(𝑖) ∪ {𝐱⋆}. The easy part of the proof of Theorem 6

is based on the fact that ((𝑖+1) ∩(𝑖)
−
)
⊆
(
(𝑖) ∩(𝑖)

−
)
. The hard part is the proof of Lemma 7.

Property 5 (Delaunay property for plane-probing algorithms). For all 𝑖 ∈ {0, … , 𝑛}, the ball (𝑖) does not contain any point of 𝐏 in its 
interior.

If we randomly pick a point from the set  (𝑖) ∩ 𝐏 at each iteration, our procedure would still terminate and return a triangle 
whose normal is equal to the normal of the plane. However, that triangle might have a very bad aspect ratio and its vertices might 
lie far away the starting point. The Delaunay property is a strong geometric result ensuring that the last triangle have only acute or 
right angles (Corollary 8, in sec. 3.1) and that its vertices stay close enough to the starting point (sec. 3.2).

3.1. The Delaunay property and its consequences

The main purpose of this paper is to prove the following theorem:

Theorem 6. The L-algorithm verifies the Delaunay property (Property 5).

The proof of Theorem 6 requires the following lemma whose quite technical and lengthy proof is postponed to sec. 4:

Lemma 7. For all 𝑖 ∈ {0, … , 𝑛 − 1}, if the interior of (𝑖) contains no point of 𝐏, then the interior of (𝑖+1) contains no point of 𝐏 ∩
(𝑖)
+ .

Proof of Theorem 6. Base case (0), which passes through all the vertices of a unit cube, contains no integer point in its interior and 
as a consequence, no point of 𝐏.

Induction step We assume that (𝑖) contains no point of 𝐏 in its interior for any 𝑖 ∈ {0, … , 𝑛 − 1} and we want to show that no point 
of 𝐏 lies in the interior of (𝑖+1).

By definition, the boundary of (𝑖) and the boundary of (𝑖+1) pass through the vertices of 𝐓(𝑖) and there is a point 𝐱⋆, chosen by 
the algorithm, lying in (𝑖)

+ and such that 𝐱⋆ ∈ 𝐓(𝑖+1) ⧵𝐓(𝑖) (see Fig. 7).

First, we can safely discard the points of 𝐏 that are located in (𝑖)
− . Indeed, 𝐱⋆ ∈

(𝑖)
+ (by definition) and 𝐱⋆ ∉(𝑖) (by hypothesis) 

together imply that 
(
(𝑖) ∩

(𝑖)
+
)
⊆
(
(𝑖+1) ∩

(𝑖)
+
)
, thus 

(
(𝑖+1) ∩(𝑖)

−
)
⊆
(
(𝑖) ∩(𝑖)

−
)

(see Lemma 32 in Appendix A). We conclude 
that the interior of 

(
(𝑖+1) ∩(𝑖)

−
)

contains no point of 𝐏, because it is included in the interior of 
(
(𝑖) ∩(𝑖)

−
)
, itself included in the 

interior of (𝑖), which is assumed to contain no point of 𝐏.

If we denote by (𝑖) the plane containing 𝐓(𝑖), we can similarly show that the interior of 
(
(𝑖+1) ∩(𝑖)) contains no point of 𝐏, 

because 
(
(𝑖+1) ∩(𝑖)) = (

(𝑖) ∩(𝑖)) by the definition of (𝑖) and (𝑖+1).

Finally, regarding the points of 𝐏 that are located in (𝑖)
+ , by Lemma 7, we know that none of them are in the interior of (𝑖+1) , 

which concludes. □

One of the consequences of Theorem 6 is the following result:
6

Corollary 8. The final triangle 𝐓(𝑛) has acute or right angles.
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Proof. By Theorem 6, the circumsphere (𝑛) does not contain any point of 𝐏 in its interior. In particular, the circumcircle passing 
through the vertices of 𝐓(𝑛) does not contain in its interior the points 𝐯(𝑛)

𝑘
+(𝐯(𝑛)

𝑘+1 −𝐯(𝑛)
𝑘
) +(𝐯(𝑛)

𝑘+2 −𝐯(𝑛)
𝑘
), for all 𝑘 ∈ℤ∕3ℤ. By Lemma 21

on page 15, this implies that the final triangle has three acute or right angles. □

That geometrical result has another consequence that requires the following definition:

Definition 9. Let 𝐿 be a rank-two integral lattice. A basis (𝐱, 𝐲) of 𝐿 is minimal if and only if ‖𝐱‖, ‖𝐲‖ ≤ ‖𝐱 − 𝐲‖ ≤ ‖𝐱 + 𝐲‖, where ‖ ⋅ ‖ denotes the Euclidean norm.

Such a basis is said minimal because this definition matches with the well-known Minkowski’s minima [17, Theorem 7].

Corollary 10. The two shortest edges of the final triangle 𝐓(𝑛) form a minimal basis of the translated lattice of upper leaning points, i.e., 
{𝐱 ∈ℤ3 ∣ 𝐱 ⋅𝐍 = 𝜔 − 1}.

Proof. We know by Theorem 1 that any two edges of the final triangle form a basis of the translated lattice of upper leaning points. 
We show below that the fact that all angles are acute or right (Corollary 8) implies that the two shortest edges form a minimal basis.

Let 𝐱, 𝐲, 𝐳 be respectively equal to (𝐯(𝑛)1 − 𝐯(𝑛)0 ), (𝐯(𝑛)2 − 𝐯(𝑛)0 ) and (𝐯(𝑛)2 − 𝐯(𝑛)1 ) and assume w.l.o.g. that 𝐱 and 𝐲 are the two shortest 
vectors, i.e., ‖𝐱‖, ‖𝐲‖ ≤ ‖𝐳‖. On one hand, since −𝐳 = 𝐱 − 𝐲, we have by definition

‖𝐱‖,‖𝐲‖ ≤ ‖𝐱 − 𝐲‖.
On the other hand, since 𝐱 ⋅ 𝐲 ≥ 0 by Corollary 8, it is obvious that

‖𝐱 − 𝐲‖ ≤ ‖𝐱 + 𝐲‖.
Putting all together, we have ‖𝐱‖, ‖𝐲‖ ≤ ‖𝐱 − 𝐲‖ ≤ ‖𝐱 + 𝐲‖, which means by definition that the basis (𝐱, 𝐲) is minimal. □

Thanks to the Delaunay property, we have been able to prove that the L-algorithm always terminates with an acute or right 
triangle. In addition, the two shortest edges of the final triangle form a minimal basis of the translated lattice of upper leaning points. 
In the following section, we use this result to show that the last triangle cannot be too far away from the starting point.

3.2. Bound on the maximal distance

The goal of this section is to show an upper bound for the magnitude of the last three vectors (𝐦(𝑛)
𝑘
)𝑘∈ℤ∕3ℤ, i.e., for the distance 

of the three vertices (𝐯(𝑛)
𝑘
)𝑘∈ℤ∕3ℤ from the fixed point 𝐪, which is located very close to the starting point 𝐨.

Let 𝐱, 𝐲, 𝐳 be respectively equal to (𝐯(𝑛)1 − 𝐯(𝑛)0 ), (𝐯(𝑛)2 − 𝐯(𝑛)0 ) and (𝐯(𝑛)2 − 𝐯(𝑛)1 ) and assume w.l.o.g. that their magnitude are such that ‖𝐱‖ ≤ ‖𝐲‖ ≤ ‖𝐳‖.

Let us focus on the rank-two translated lattice 𝐿 ∶= {𝐱 ∈ℤ3 ∣ 𝐱 ⋅𝐍 = 𝜔 −1}. Its volume, denoted by 𝑣𝑜𝑙(𝐿), is defined as the square 
root of the Gram determinant of any basis (𝐛1, 𝐛2) of 𝐿 [17, Definitions 3 and 7]. If we choose the basis returned by Algorithm 1 (see 
also Theorem 1), we can easily compute that 𝑣𝑜𝑙(𝐿) = ‖𝐍‖.

By Corollary 10, ‖𝐱‖ and ‖𝐲‖ are respectively the shortest and second shortest non-zero vectors of 𝐿, i.e., the first and second 
Minkowski’s minima of 𝐿. We can therefore relate them with 𝑣𝑜𝑙(𝐿) and thus ‖𝐍‖ using known results from lattice theory. Equation (6)

involves Hermite’s constant [17, Definition 14], whereas equation (7) involves Minkowski’s Second Theorem [17, Theorem 5] and 
the trivial lower bound 

√
2 ≤ ‖𝐱‖:

‖𝐱‖2 ≤ 2√
3
‖𝐍‖, (6)

‖𝐲‖ ≤√
2
3
‖𝐍‖. (7)

Furthermore, since the last triangle 𝐓(𝑛) has three acute or right angles by Corollary 8, we can use the law of cosines to bound 
from equations (6) and (7), the length of the longest side:

‖𝐳‖ ≤√
2√
3
‖𝐍‖+ 2

3
‖𝐍‖2. (8)

Now, for all 𝑘 ∈ℤ∕3ℤ, let us consider the orthographic projection of 𝐦(𝑛)
𝑘

in direction 𝐍 defined as:

(𝑛) (𝑛)
(

(𝑛) 𝐍
)

𝐍

7

𝑝𝐍(𝐦𝑘
) ∶=𝐦

𝑘
− 𝐦

𝑘
⋅ ‖𝐍‖ ‖𝐍‖ .
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Since 𝑝𝐍(𝐦
(𝑛)
𝑘
) is trivially bounded by ‖𝐳‖, we can derive from (8) an upper bound for ‖𝐦(𝑛)

𝑘
‖ as follows:

‖𝑝𝐍(𝐦(𝑛)
𝑘
)‖2 = ‖𝐦(𝑛)

𝑘
‖2 − 2

(
𝐦(𝑛)

𝑘
⋅

𝐍‖𝐍‖
)2

+
(
𝐦(𝑛)

𝑘
⋅

𝐍‖𝐍‖
)2( 𝐍‖𝐍‖

)2

= ‖𝐦(𝑛)
𝑘
‖2 −(

𝐦(𝑛)
𝑘

⋅
𝐍‖𝐍‖

)2

≤
2√
3
‖𝐍‖+ 2

3
‖𝐍‖2

⇒ ‖𝐦(𝑛)
𝑘
‖2 ≤(

𝐦(𝑛)
𝑘

⋅
𝐍‖𝐍‖

)2
+ 2√

3
‖𝐍‖+ 2

3
‖𝐍‖2

Since a direct consequence of Theorem 1 is 𝐦(𝑛)
𝑘

⋅𝐍 = 1, we finally obtain

∀𝑘 ∈ℤ∕3ℤ, ‖𝐦(𝑛)
𝑘
‖2 ≤ 2

3
‖𝐍‖2 + 2√

3
‖𝐍‖+ 1‖𝐍‖2 .

Hence,

max
𝑘

{‖𝐦(𝑛)
𝑘
‖} ≤√

2
3
‖𝐍‖2 + 2√

3
‖𝐍‖+ 1‖𝐍‖2 . (9)

This result shows that the last triangle has vertices not too far away from 𝐪 and thus, from the starting point 𝐨. More precisely, 
their distance to 𝐪 is comparable to the magnitude of the normal vector of the digital plane. This provides some evidence that the 
L-algorithm locally probes the digital plane to determine its normal vector. This property is quite important for the analysis of digital 
surfaces with the help of a plane-probing algorithm.

Note, however, that this result is still partial, because our derivation only holds for the last triangle 𝐓(𝑛) and not for all previous 
triangles. Even if it is unlikely, points farther away might be probed in the course of the algorithm.

4. Proof of Lemma 7

This section is dedicated to the proof of

Lemma 7. For all 𝑖 ∈ {0, … , 𝑛 − 1}, if the interior of (𝑖) contains no point of 𝐏, then the interior of (𝑖+1) contains no point of 𝐏 ∩
(𝑖)
+ .

The proof is based on the fact that the point 𝐱⋆ selected by the algorithm at a given step 𝑖 is closer than other specific points of 
 (𝑖) by definition. Those specific points are shown to be closer than the points lying in specific subsets of (𝑖)

+ . We thus partition 
the points of (𝑖)

+ into different categories according to their position and we treat each case with distinct lemmas before concluding. 
Since we now focus on a step 𝑖 ∈ {0, … , 𝑛 − 1}, for sake of simplicity, we drop the exponent (𝑖) in the notations of this section.

4.1. Outline of the proof and notations

Remind that 𝐩 is equal to 𝐪 −
∑

𝑘𝐦𝑘. By Theorem 2, 𝐦0, 𝐦1 and 𝐦2 form a basis of ℤ3. We conveniently describe any integer 
point 𝐲 ∈ℤ3 as 𝐲 ∶= 𝐩 +

∑
𝑘 𝑐𝑘𝐦𝑘, with 𝑐𝑘 ∈ℤ for all 𝑘 ∈ℤ∕3ℤ. By construction, the bounding plane of + is defined by the vertices 

of 𝐓, which can be written as {𝐩 +𝐦0 +𝐦1, 𝐩 +𝐦1 +𝐦2, 𝐩 +𝐦0 +𝐦2}. All points 𝐩 +
∑

𝑘 𝑐𝑘𝐦𝑘 on that plane, including those vertices, 
are such that 

∑
𝑘 𝑐𝑘 = 2. Hence, we have 𝐩 +

∑
𝑘 𝑐𝑘𝐦𝑘 ∈+ ⇔

∑
𝑘 𝑐𝑘 ≥ 3. In this section, we only consider points in +, i.e., such 

that 
∑

𝑘 𝑐𝑘 ≥ 3.

We consider several cases:

(Case 1) the coefficients 𝑐0, 𝑐1, 𝑐2 are all strictly positive (see Lemma 11),

(Case 2) one coefficient is zero and the others are strictly positive; these points are exactly the ones probed in the L-algorithm (see 
also the definition of the candidate points, equation (2)),

(Case 3) one coefficient is strictly negative and the others are strictly positive (see Lemma 12 and Lemma 13),

(Case 4) one coefficient is strictly positive and the others are strictly negative or null (see Lemma 14 and Lemma 15).

To check that any 𝐲 ∈+ is in one of the previous cases, it is enough to consider the partition of ℤ3 into eight octants depending 
on the signs of the coefficients and with a convention for null coefficients (see Fig. 8). The negative octant, in red, does not intersect 
+ and is therefore discarded. The positive octant is itself divided into two regions, the interior, in yellow, corresponds to (Case 1), 
whereas the boundary faces, in green, correspond to (Case 2). Among the last six octants, three of them, in blue, correspond to (Case 
8

3), whereas the other three, in purple, correspond to (Case 4).
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Fig. 8. The discrete space ℤ3 (intersected with the box [−5,5]3 for the illustration) is partitioned into five regions: the yellow, green, blue and purple regions respectively 
correspond to (Case 1), (Case 2), (Case 3) and (Case 4), the red one is discarded because none of its points lie in + (the three black arrows indicate the direction of 
the grid axes).

Fig. 9. Notations for 𝐯𝑘 (black), 𝐦𝑘 (red) and 𝐝𝑘 (blue). Note that �̂�𝑘 (grey) is used only in sec. 5.1.

The proofs of the following lemmas require a lot of technical details that are postponed in sec. 5 for the sake of readability. They 
also require the introduction of new notations (see Fig. 9):

∀𝑘 ∈ℤ∕3ℤ, 𝐝𝑘 ∶=𝐦𝑘+1 −𝐦𝑘+2 = 𝐯𝑘+2 − 𝐯𝑘+1. (10)

For sake of clarity, we use the bar notation whenever a scalar product with 𝐍 is required, i.e., 𝐲 instead of 𝐲 ⋅ 𝐍 for any vector 
𝐲 ∈ℤ3.

Lemma 4 ensures that 𝐩 ≥ 0. Since ∀𝑘 ∈ℤ∕3ℤ, 𝐦𝑘 > 0 by Theorem 3, all points of the form 𝐩 +
∑

𝑘 𝑐𝑘𝐦𝑘 with positive coefficients 
are such that 𝐩+

∑
𝑘 𝑐𝑘𝐦𝑘 > 0. That is why we will only check if 𝐩+

∑
𝑘 𝑐𝑘𝐦𝑘 < 𝜔, whenever we want to determine whether such a 

point is in 𝐏 or not.

Finally, let Σ be the set of all permutations over {0, 1, 2}. Permutations will be useful to describe in a uniform way the various 
sign combinations of the coefficients.

4.2. (Case 1)

The following lemma indicates that the points 𝐲 corresponding to (Case 1) do not need to be considered because they are not in 𝐏.

Lemma 11. Let 𝐲 = 𝐩 +
∑

𝑘 𝑐𝑘𝐦𝑘 be such that 
∑

𝑘 𝑐𝑘 ≥ 3. If 𝑐0, 𝑐1, 𝑐2 > 0, then 𝐲 ∉ 𝐏.

Proof. Note that 𝐲 = 𝐪 +
∑

𝑘(𝑐𝑘 − 1)𝐦𝑘. Since (𝑐𝑘 − 1) ≥ 0 for all 𝑘 ∈ ℤ∕3ℤ (by hypothesis), 𝐪 = 𝜔 (by definition) and 𝐦𝑘 > 0 (by 
9

Theorem 3), then 𝐲 = 𝐪+
∑

𝑘(𝑐𝑘 − 1)𝐦𝑘 ≥ 𝐪 = 𝜔 and 𝐲 ∉ 𝐏. □
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Fig. 10. Relative position of −𝑐0 with respect to 𝑐1 and 𝑐2 . Three separate cases, (i), (ii), and (iii), are considered in the proof.

4.3. (Case 3)

This subsection contains Lemma 12 and Lemma 13 that focus on (Case 3). More precisely, they indicate that the points 𝐲 cor-

responding to (Case 3) do not need to be considered because if they are in 𝐏, then there is at least one specific point 𝐱 ∈  ∩ 𝐏
(Lemma 12) such that 𝐱 ≤𝐓 𝐲 (Lemma 13).

Lemma 12. Let 𝐲 = 𝐩 +
∑

𝑘 𝑐𝑘𝐦𝑘 be such that 
∑

𝑘 𝑐𝑘 ≥ 3. Let 𝜎 ∈ Σ be such that 𝑐𝜎(0) < 0 and 𝑐𝜎(1), 𝑐𝜎(2) > 0. If 𝐲 ∈ 𝐏, then 𝐩 + 2𝐦𝜎(1) +
𝐦𝜎(2) ∈ 𝐏 or 𝐩 +𝐦𝜎(1) + 2𝐦𝜎(2) ∈ 𝐏 (the two points can be both in 𝐏).

In addition, if −𝑐𝜎(0) <min (𝑐𝜎(1), 𝑐𝜎(2)) − 1, then 𝐩 + (𝑐𝜎(0) + 𝑐𝜎(1))𝐦𝜎(1) + (𝑐𝜎(0) + 𝑐𝜎(2))𝐦𝜎(2) ∈ 𝐏.

Proof. We assume w.l.o.g. that 𝜎 is the identity substitution.

Since 𝐲 ∈ 𝐏, we have

𝐲 = 𝐩+
∑
𝑘

𝑐𝑘𝐦𝑘 = 𝐪+
∑
𝑘

(𝑐𝑘 − 1)𝐦𝑘 < 𝜔.

Since 𝐪 = 𝜔, the last inequality is equivalent to 
∑

𝑘(𝑐𝑘 − 1)𝐦𝑘 < 0.

With ℎ set to min (𝐦1,𝐦2) and noticing that 𝑐0 < 0 ⇔ −(𝑐0 − 1) > 1, we equivalently have

(𝑐1 + 𝑐2 − 2)ℎ
−(𝑐0 − 1)

≤
(𝑐1 − 1)𝐦1 + (𝑐2 − 1)𝐦2

−(𝑐0 − 1)
<𝐦0.

In addition, we have∑
𝑘

𝑐𝑘 ≥ 3⇔ 𝑐1 + 𝑐2 − 2 ≥ −𝑐0 + 1,

which means that ℎ <𝐦0.

We conclude that if ℎ =𝐦1 (resp. ℎ =𝐦2), 𝐩 + 2𝐦1 +𝐦2 (resp. 𝐩 +𝐦1 + 2𝐦2) is strictly smaller than 𝐩 +
∑

𝑘𝐦𝑘 = 𝐪 = 𝜔 and 
thus, the point 𝐩 + 2𝐦1 +𝐦2 (resp. 𝐩 +𝐦1 + 2𝐦2) is in 𝐏.

For the second part, we similarly derive from 
∑

𝑘(𝑐𝑘 − 1)𝐦𝑘 < 0:

(min (𝑐1, 𝑐2) − 1)
−(𝑐0 − 1)

(𝐦1 +𝐦2) ≤
(𝑐1 − 1)𝐦1 + (𝑐2 − 1)𝐦2

−(𝑐0 − 1)
<𝐦0.

Since we assume (min (𝑐1, 𝑐2) − 1) > −𝑐0, we have (min (𝑐1 ,𝑐2)−1)
−(𝑐0−1)

≥ 1 and it follows that (𝐦1 +𝐦2) <𝐦0.

As a consequence,

𝐩+ (𝑐0 + 𝑐1)𝐦1 + (𝑐0 + 𝑐2)𝐦2 < 𝐩+
∑
𝑘

𝑐𝑘𝐦𝑘 = 𝐲 < 𝜔,

which concludes. □

Lemma 13. Let 𝐲 = 𝐩 +
∑

𝑘 𝑐𝑘𝐦𝑘 be such that 
∑

𝑘 𝑐𝑘 ≥ 3. Let 𝜎 ∈ Σ be such that 𝑐𝜎(0) < 0 and 𝑐𝜎(1), 𝑐𝜎(2) > 0. If 𝐲 ∈ 𝐏 and if the interior of 
 contains no point of 𝐏, then there exists a point 𝐱 ∈ ∩ 𝐏 such that 𝐱 ≤𝐓 𝐲.

Proof. We assume w.l.o.g. that 𝜎 is the identity. We also assume w.l.o.g. that 𝑐1 ≤ 𝑐2 and consider three separate cases (see Fig. 10):

(i) (𝑐1 − 1) ≤ 𝑐2 ≤ −𝑐0,

(ii) (𝑐1 − 1) ≤ −𝑐0 < 𝑐2,

(iii) −𝑐0 < (𝑐1 − 1) < 𝑐2.

Since 𝐲 ∈ 𝐏, either 𝐩 +𝐦1 +2𝐦2 or 𝐩 +2𝐦1 +𝐦2 is in 𝐏 by Lemma 12. For (i) and (ii), we suppose here that only 𝐩 +𝐦1 +2𝐦2 ∈ 𝐏, 
because the case where only 𝐩 + 2𝐦1 +𝐦2 ∈ 𝐏 can be proven symmetrically. For (iii), Lemma 12 provides a stronger result, that 
is 𝐲 ∈ 𝐏 implies 𝐩 + (𝑐0 + 𝑐1)𝐦1 + (𝑐0 + 𝑐2)𝐦2 ∈ 𝐏, which in turn implies both 𝐩 +𝐦1 + 2𝐦2 ∈ 𝐏 and 𝐩 + 2𝐦1 +𝐦2 ∈ 𝐏 because 
10

(𝑐0 + 𝑐1) ≥ 2 and (𝑐0 + 𝑐2) ≥ 2 (𝐩+𝐦1 + 2𝐦2, 𝐩+ 2𝐦1 +𝐦2 < 𝐩+ (𝑐0 + 𝑐1)𝐦1 + (𝑐0 + 𝑐2)𝐦2 < 𝜔 by Theorem 3).
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Let 𝐮 ∶= −𝐦0 +𝐦1 +𝐦2. By equation (10), 𝐮 is also equal to 𝐝1 +𝐦1. The first step of the proof is to show the following results:

𝐩+𝐦1 + 2𝐦2 ∈ 𝐏⇒

⎧⎪⎪⎨⎪⎪⎩
𝐝1 ⋅𝐦2 ≥ 0, (a)

𝐦2 ⋅ 𝐮 ≥ 0, (b)

𝐝1 ⋅ 𝐮 ≥ 0, (c)

(−𝐝2) ⋅ 𝐮 ≥ 0, (d)

(11)

and

𝐩+ 2𝐦1 +𝐦2 ∈ 𝐏⇒𝐦1 ⋅ 𝐮 ≥ 0. (12)

Those results are used in a second step to complete the proof: (11a), (11b), (11c), (11d) are used in cases (i) and (ii), while (11b) and 
(12) are used in case (iii).

First step If 𝐩 +𝐦1 + 2𝐦2 is in 𝐏, so is 𝐩 + 2𝐦2 (𝐩 + 2𝐦2 < 𝐩 +𝐦1 + 2𝐦2 < 𝜔 by Theorem 3). As the interior of  does not contain 
any point of 𝐏 by hypothesis, 𝐩 + 2𝐦2 ∉. By rewriting

𝐩+ 2𝐦2 = 𝐯0 − 𝐝0 = 𝐯2 + 𝐝1 − 𝐝0 ,

we can apply Lemma 21 on page 15 with the two vectors (−𝐝0), 𝐝1 and the point 𝐯2 as origin. Since 𝐯2, 𝐯2 − 𝐝0 = 𝐯1 and 𝐯2 + 𝐝1 = 𝐯0
are indeed on the boundary of , we get (−𝐝0) ⋅ 𝐝1 ≥ 0. From that, we finally get (11a) because (−𝐝0) ⋅ 𝐝1 ≥ 0 implies 𝐝1 ⋅𝐦2 > 0 by 
Lemma 18 on page 14.

We can similarly get (11b) and (12). To explain why, we focus on the case where 𝐩 +𝐦1 + 2𝐦2 is assumed to be in 𝐏 because 
the other case is symmetric. Note first that 𝐩 +𝐦0 ∈ 𝐏 (using the same arguments as in the previous paragraph for 𝐩 + 2𝐦2). As a 
consequence, both 𝐩 +𝐦1 + 2𝐦2 and 𝐩 +𝐦0 are not in  by hypothesis. We can then apply Lemma 22 on page 15 with the two 
vectors 𝐦2, (−𝐮) and the point 𝐯0 as origin. Since 𝐯0 and 𝐯0 +𝐦2 − 𝐮 = 𝐯1 are indeed on the boundary of , we get 𝐦2 ⋅ (−𝐮) < 0 and 
thus (11b).

By Lemma 20 on page 15, 𝐦2 ⋅ (𝐝1 +𝐦1) ≥ 0 implies 𝐝1 ⋅ (𝐝1 +𝐦1) > 0. Since 𝐮 = 𝐝1 +𝐦1, (11c) is actually a simple consequence 
of (11b).

It remains (11d), whose proof is separated into two distinct cases.

If 𝐝1 ⋅ 𝐝2 ≤ 0, we have 𝐝2 ⋅ (𝐝1 +𝐦1) < 0 and thus (11d) by Lemma 19 on page 14.

Otherwise, i.e., if (−𝐝1) ⋅ 𝐝2 < 0, we apply Lemma 21 with vectors (−𝐝1), 𝐝2 and the point 𝐯0 as origin. Since the points 𝐯0, 
𝐯0 − 𝐝1 = 𝐯2 and 𝐯0 + 𝐝2 = 𝐯1 are on the boundary of , we deduce that the point 𝐯0 − 𝐝1 + 𝐝2 = 𝐪 − 𝐮 is necessarily in the interior 
of . Moreover, since no point of  belongs to 𝐏, we deduce that 𝐪 − 𝐮 is not in 𝐏.

We have therefore 𝐪 − 𝐮 ≥ 𝜔 ⇔ 𝐮 ≤ 0. It follows that 𝐯2 < 𝜔 ⇒ 𝐯2 + 𝐮 < 𝜔, which means that the point 𝐯2 + 𝐮 = 𝐩 + 2𝐦1 +𝐦2 is 
in 𝐏. In this case, we have (12) and as a consequence, (11d), because 𝐦1 ⋅ (𝐝1 +𝐦1) ≥ 0 implies 𝐝2 ⋅ (𝐝1 +𝐦1) < 0 by Lemma 20.

Second step
(i) We assume first that (𝑐1 − 1) ≤ 𝑐2 ≤ −𝑐0. One can check that

𝐲 = 𝐩+
∑
𝑘

𝑐𝑘𝐦𝑘

= 𝐯0 + 𝑐0𝐦0 + (𝑐1 − 1)𝐦1 + (𝑐2 − 1)𝐦2

= 𝐯0 + (−𝑐0 − 𝑐1 + 1)(𝐝1) + (−𝑐0 − 𝑐2 + 1)(−𝐝2) +
(∑

𝑘

𝑐𝑘 − 2
)
𝐮.

Let 𝐰 ∶= (−𝑐0 − 𝑐1 + 1)(𝐝1) + (−𝑐0 − 𝑐2 + 1)(−𝐝2) +
(∑

𝑘 𝑐𝑘 − 2
)
𝐮. All its coefficients, i.e., (−𝑐0 − 𝑐1 + 1), (−𝑐0 − 𝑐2 + 1), (

∑
𝑘 𝑐𝑘 − 2), 

are positive by hypothesis. Since we also have (11c) and (11d), we can apply Lemma 27 on page 17 to show that 𝐯0 +𝐦2 ≤𝐓 𝐯0 +𝐰. 
As a result, there exists a point in  ∩ 𝐏, namely 𝐯0 +𝐦2, which is closer than 𝐲 according to ≤𝐓.

(ii) We assume now 0 ≤ (𝑐1 − 1) ≤ −𝑐0 < 𝑐2 and we rewrite 𝐲 as another positive linear combination:

𝐲 = 𝐯0 + 𝑐0𝐦0 + (𝑐1 − 1)𝐦1 + (𝑐2 − 1)𝐦2

= 𝐯0 + (−𝑐0 − 𝑐1 + 1)(𝐝1) + (𝑐0 + 𝑐2 − 1)(𝐦2) + (𝑐1 − 1)(𝐮).

By assumptions, all coefficients, i.e., (−𝑐0 − 𝑐1 + 1), (𝑐0 + 𝑐2 − 1), (𝑐1 − 1), are positive. From that and (11a), (11b), (11c), (11d), we 
can use Lemma 28 on page 17 to get 𝐯0 +𝐦2 ≤𝐓 𝐲. Again, there exists a point in  ∩ 𝐏, namely 𝐯0 +𝐦2, which is closer than 𝐲
according to ≤𝐓.

(iii) We finally assume 0 < −𝑐0 < (𝑐1 − 1) < 𝑐2 and we rewrite 𝐲 as:

𝐲 = 𝐯0 + 𝑐0𝐦0 + (𝑐1 − 1)𝐦1 + (𝑐2 − 1)𝐦2
11

= 𝐯0 + (𝑐0 + 𝑐1 − 1)(𝐦1) + (𝑐0 + 𝑐2 − 1)(𝐦2) + (−𝑐0)(𝐮).
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By assumptions, all coefficients, i.e., (𝑐0 + 𝑐1 − 1), (𝑐0 + 𝑐2 − 1), (−𝑐0), are positive. From that and (11b), (12), Lemma 29 on page 17

shows that there exists a point 𝐱 ∶= 𝐯0 + 𝛼𝐦1 + 𝛽𝐦2, with 𝛼, 𝛽 ∈ ℕ ⧵ {(0, 0)}, 𝛼 ≤ (𝑐0 + 𝑐1 − 1), 𝛽 ≤ (𝑐0 + 𝑐2 − 1), such that 𝐱 ≤𝐓 𝐲. To 
conclude (iii), it remains to check that such a point is in 𝐏. Indeed, since 𝐩 + (𝑐0 + 𝑐1)𝐦1 + (𝑐0 + 𝑐2)𝐦2 ∈ 𝐏 (Lemma 12), we have:

𝐱 = 𝐩+ (𝛼 + 1)𝐦1 + (𝛽 + 1)𝐦2 ≤ 𝐩+ (𝑐0 + 𝑐1)𝐦1 + (𝑐0 + 𝑐2)𝐦2 < 𝜔. □

4.4. (Case 4)

This subsection contains Lemma 14 and Lemma 15 that focus on (Case 4). More precisely, they indicate that the points 𝐲 cor-

responding to (Case 4) do not need to be considered because, as in the previous section, if they are in 𝐏, then there is at least one 
specific point 𝐱 ∈ ∩ 𝐏 (Lemma 14) such that 𝐱 ≤𝐓 𝐲 (Lemma 15).

Lemma 14. Let 𝐲 = 𝐩 +
∑

𝑘 𝑐𝑘𝐦𝑘 be such that 
∑

𝑘 𝑐𝑘 ≥ 3. Let 𝜎 ∈ Σ be such that 𝑐𝜎(0), 𝑐𝜎(1) ≤ 0, then 𝐲 ∈ 𝐏 implies both:

• 𝐩 +𝐦𝜎(0) + 2𝐦𝜎(2) ∈ 𝐏 or 𝐩 +𝐦𝜎(1) + 2𝐦𝜎(2) ∈ 𝐏,

• 𝐩 + 2𝐦𝜎(2) ∈ 𝐏.

Proof. We assume w.l.o.g. that 𝜎 is the identity.

Since 𝐲 ∈ 𝐏, we have

𝐲 = 𝐩+
∑
𝑘

𝑐𝑘𝐦𝑘 = 𝐪+
∑
𝑘

(𝑐𝑘 − 1)𝐦𝑘 < 𝜔.

Since 𝐪 = 𝜔, the last inequality is equivalent to 
∑

𝑘(𝑐𝑘 − 1)𝐦𝑘 < 0.

With ℎ set to max (𝐦0,𝐦1) and noting that (𝑐2 − 1) ≥ 2 (since 
∑

𝑘 𝑐𝑘 ≥ 3 and 𝑐0, 𝑐1 ≤ 0), we equivalently have

𝐦2 <
−(𝑐0 − 1)𝐦0 − (𝑐1 − 1)𝐦1

𝑐2 − 1
<

(−𝑐0 − 𝑐1 + 2)ℎ
𝑐2 − 1

.

In addition, we have∑
𝑘

𝑐𝑘 ≥ 3⇔ 𝑐2 − 1 ≥ −𝑐0 − 𝑐1 + 2,

which means that 𝐦2 < ℎ.

We conclude that if ℎ =𝐦0 (resp. ℎ =𝐦1), 𝐩 +𝐦1 + 2𝐦2 (resp. 𝐩 +𝐦0 + 2𝐦2) is strictly smaller than 𝐩 +
∑

𝑘𝐦𝑘 = 𝐪 = 𝜔 and 
thus, the point 𝐩 +𝐦1 + 2𝐦2 (resp. 𝐩 +𝐦0 + 2𝐦2) is in 𝐏. A fortiori and whatever ℎ is, 𝐩 + 2𝐦2 ∈ 𝐏. □

Lemma 15. Let 𝐲 = 𝐩 +
∑

𝑘 𝑐𝑘𝐦𝑘 be such that 
∑

𝑘 𝑐𝑘 ≥ 3. Let 𝜎 ∈ Σ be such that 𝑐𝜎(0), 𝑐𝜎(1) ≤ 0. If 𝐲 ∈ 𝐏 and if the interior of  contains 
no point of 𝐏, then there exists a point 𝐱 ∈ ∩ 𝐏 such that 𝐱 ≤𝐓 𝐲.

Proof. We assume w.l.o.g. that 𝜎 is the identity.

Since 𝐲 ∈ 𝐏, 𝐩 + 2𝐦2 ∈ 𝐏 by Lemma 14. That point, which is also at 𝐯0 − 𝐝0 = 𝐯1 + 𝐝1, is not in the interior of  by hypothesis 
and we can apply Lemma 21 on page 15 with the two vectors (−𝐝0), 𝐝1 and the point 𝐯2 as origin to get (−𝐝0) ⋅ 𝐝1 ≥ 0.

Furthermore, either 𝐩 +𝐦1 + 2𝐦2 ∈ 𝐏 or 𝐩 + 2𝐦1 +𝐦2 ∈ 𝐏 by Lemma 14. We assume below that 𝐩 +𝐦1 + 2𝐦2 ∈ 𝐏, because the 
case where only 𝐩 + 2𝐦1 +𝐦2 ∈ 𝐏 can be proven symmetrically.

One can check that

𝐲 = 𝐩+
∑
𝑘

𝑐𝑘𝐦𝑘 = 𝐯0 + 𝑐0𝐦0 + (𝑐1 − 1)𝐦1 + (𝑐2 − 1)𝐦2

= 𝐯0 + (−𝑐1 + 1)(−𝐝0) + (−𝑐0)𝐝1 + (
∑
𝑘

𝑐𝑘 − 2)𝐦2.

Let 𝐰 ∶= (−𝑐1 + 1)(−𝐝0) + (−𝑐0)𝐝1 + (
∑

𝑘 𝑐𝑘 −2)𝐦2. All coefficients, i.e., (−𝑐1 + 1), (−𝑐0), (
∑

𝑘 𝑐𝑘 −2), are positive. Since, in addition, 
(−𝐝0) ⋅ 𝐝1 ≥ 0, we can use Lemma 30 on page 18 to show that 𝐯0 +𝐦2 ≤𝐓 𝐯0 +𝐰, where 𝐯0 +𝐰 = 𝐲 and 𝐯0 +𝐦2 = 𝐩 +𝐦1 + 2𝐦2. □

4.5. Conclusion of the proof

Now we have all the material required to prove Lemma 7:

Proof. For all 𝑖 ∈ {0, … , 𝑛 − 1}, the interior of (𝑖) is assumed to contain no point of 𝐏.

Let 𝐱⋆ be the point chosen by the algorithm at step 𝑖, i.e., 𝐱⋆ = 𝐓(𝑖+1) ⧵𝐓(𝑖). We want to show that 𝐱⋆ ≤𝐓 𝐲, for all 𝐲 ∈ 𝐏 ∩
(𝑖)
+ . Let 

𝐲 be denoted as 𝐩(𝑖) +
∑

𝑘 𝑐𝑘𝐦
(𝑖)
𝑘

. Note that 
∑

𝑘 𝑐𝑘 ≥ 3 because 𝐲 ∈
(𝑖)
+ . Moreover, since 𝐲 ∈ 𝐏, the coefficients cannot be all strictly 
12

positive by Lemma 11.
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Fig. 11. Illustration of Lemma 17. Note that 𝐦 does not belong to the span of 𝐝 and 𝐝′ . However, it projects along 𝐍 into the interior of the convex combination of 𝐝
and 𝐝′ (hatched area).

• if one coefficient is zero and the others are strictly positive (Case 2), then 𝐱⋆ ≤𝐓 𝐲 by the design of the algorithm,

• if one coefficient is strictly negative and the others are strictly positive (Case 3), then there exists a point 𝐱 ∈ ∩ 𝐏 such that 
𝐱 ≤𝐓 𝐲 by Lemma 13. Then, 𝐱⋆ ≤𝐓 𝐱 by the design of the algorithm and 𝐱⋆ ≤𝐓 𝐲 by transitivity.

• if one coefficient is strictly positive and the others are strictly negative or null (Case 4), then, similarly, there exists a point 
𝐱 ∈ ∩ 𝐏 such that 𝐱 ≤𝐓 𝐲 by Lemma 15. Then, 𝐱⋆ ≤𝐓 𝐱 by the design of the algorithm and 𝐱⋆ ≤𝐓 𝐲 by transitivity.

Since there is no other possibility, the proof is complete. □

5. Technical details

The proof of Lemma 7 refers to several technical details that we elaborate in this section. The results are organized into three 
categories. First, we present in sec. 5.1 some relations between the normal of the faces of the tetrahedron formed by the current triangle 
and the fixed point 𝐪 (Lemma 16), which hints the fact that 𝐪 always projects inside the current triangle. We also include several 
useful angle relations in the tetrahedron. Then, we present several general and purely geometrical circumsphere-based properties in 
sec. 5.2, because the relation ≤𝐓 and the selection of a closest point according to ≤𝐓 involve circumspheres. Finally, in sec. 5.3, we 
derive in an algebraic way several other results about the comparison of specific points according to ≤𝐓 . These results are used in 
Lemma 13 and Lemma 15, which are the main ingredients in the proof of Lemma 7.

5.1. Projection-based results

Remind that 𝑘 is taken modulo 3. To keep notations short, we simply write ∀𝑘 instead of ∀𝑘 ∈ ℤ∕3ℤ in this section. Let us 
introduce the following extra notations (see Fig. 9):

∀𝑖 ∈ {0,… , 𝑛},

{
∀𝑘, �̂�(𝑖)

𝑘
∶=𝐦(𝑖)

𝑘+1 ×𝐦(𝑖)
𝑘+2,∑

𝑘∈{0,1,2} �̂�
(𝑖)
𝑘
=∶ �̂�(𝐓(𝑖)).

(13)

Note that the following equality also holds for the estimated normal vector, which is normal to the current triangle:

∀𝑖 ∈ {0,… , 𝑛}, ∀𝑘, �̂�(𝐓(𝑖)) = 𝐝(𝑖)
𝑘
× 𝐝(𝑖)

𝑘+1.

Lemma 16. For all 𝑖 ∈ {0, … , 𝑛}, ∀𝑘, �̂�(𝑖)
𝑘
⋅ �̂�(𝑖)

𝑘+1 ≥ 0 and �̂�(𝑖)
𝑘
⋅ �̂�(𝐓(𝑖)) > 0.

Proof. Base Case The triangle 𝐓(0) and 𝐪 forms a trirectangular tetrahedron. We have ∀𝑘, �̂�(0)
𝑘

⋅ �̂�(0)
𝑘+1 = 0 and �̂�(0)

𝑘
⋅ �̂�(𝐓(0)) > 0.

Induction case We now assume that for any 𝑖 ∈ {0, … , 𝑛 −1}, ∀𝑘, �̂�(𝑖)
𝑘
⋅ �̂�(𝑖)

𝑘+1 ≥ 0 and �̂�(𝑖)
𝑘
⋅ �̂�(𝐓(𝑖)) > 0. By the update rule, equation (4), 

we straightforwardly have:

�̂�(𝑖+1)
𝑘

= �̂�(𝑖)
𝑘
, �̂�(𝑖+1)

𝑘+1 = �̂�(𝑖)
𝑘+1 + 𝛼�̂�(𝑖)

𝑘
, �̂�(𝑖+1)

𝑘+2 = �̂�(𝑖)
𝑘+2 + 𝛽�̂�(𝑖)

𝑘
,

and

�̂�(𝑖+1)
𝑘

⋅ �̂�(𝑖+1)
𝑘+1 = �̂�(𝑖)

𝑘
⋅ �̂�(𝑖)

𝑘+1 + 𝛼‖�̂�(𝑖)
𝑘
‖2,

�̂�(𝑖+1)
𝑘+1 ⋅ �̂�(𝑖+1)

𝑘+2 = �̂�(𝑖)
𝑘+1 ⋅ �̂�

(𝑖)
𝑘+2 + 𝛼(�̂�(𝑖)

𝑘
⋅ �̂�(𝑖)

𝑘+2) + 𝛽(�̂�(𝑖)
𝑘+1 ⋅ �̂�

(𝑖)
𝑘
) + 𝛼𝛽‖�̂�(𝑖)

𝑘
‖2,

�̂�(𝑖+1)
𝑘+2 ⋅ �̂�(𝑖+1)

𝑘
= �̂�(𝑖)

𝑘+2 ⋅ �̂�
(𝑖)
𝑘
+ 𝛽‖�̂�(𝑖)

𝑘
‖2.

Since we have ∀𝑘, �̂�(𝑖+1)
𝑘

⋅ �̂�(𝑖+1)
𝑘+1 ≥ �̂�(𝑖)

𝑘
⋅ �̂�(𝑖)

𝑘+1 and �̂�(𝑖+1)
𝑘

⋅ �̂�(𝐓(𝑖+1)) ≥ �̂�(𝑖+1)
𝑘

⋅ �̂�(𝐓(𝑖+1)), the induction hypothesis implies the result. □

The acuteness of the angle between �̂�(𝑖)
𝑘

and �̂�(𝐓(𝑖)) for all 𝑘 suggests that 𝐪 always projects into the triangle 𝐓(𝑖) . From now on, 
13

we omit once again the exponent (i) for clarity. We go on with this purely geometrical result (see Fig. 11):
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Fig. 12. Illustration of Lemma 18 in (a), Lemma 19 in (b) and Lemma 20 in (c) and (d).

Lemma 17. Let 𝐝 and 𝐝′ be two vectors that span a plane of normal 𝐍 ∶= 𝐝′ × 𝐝. Let 𝐦 be another vector that projects along 𝐍 into the 
interior of the convex combination of 𝐝 and 𝐝′, i.e. (𝐍 × 𝐝) ⋅𝐦 < 0 and (𝐍 × 𝐝′) ⋅𝐦 > 0. If 𝐝 ⋅ 𝐝′ ≥ 0, then 𝐝 ⋅𝐦 > 0 and 𝐝′ ⋅𝐦 > 0.

Proof. We first expand (𝐍 × 𝐝) ⋅𝐦 < 0, which is equivalent to (𝐝 ×𝐦) ⋅ (𝐝 × 𝐝′) > 0, using the scalar quadruple product rule:

‖𝐝‖2𝐝′ ⋅𝐦− (𝐝 ⋅ 𝐝′)𝐝 ⋅𝐦 > 0. (14)

We then similarly expand (𝐍 × 𝐝′) ⋅𝐦 > 0, equivalent to (𝐝′ ×𝐦) ⋅ (𝐝 × 𝐝′) < 0, as:

(𝐝 ⋅ 𝐝′)𝐝′ ⋅𝐦− ‖𝐝′‖2𝐝 ⋅𝐦 < 0. (15)

If 𝐝 ⋅ 𝐝′ = 0, we can conclude from (14) for 𝐝′ ⋅𝐦 and from (15) for 𝐝 ⋅𝐦.

If not, then 𝐝 ⋅ 𝐝′ > 0 and we can derive lower and upper bounds for 𝐝′ ⋅𝐦, respectively from (14) and (15):

(𝐝 ⋅ 𝐝′)‖𝐝‖2 𝐝 ⋅𝐦 < 𝐝′ ⋅𝐦 <
‖𝐝′‖2
(𝐝 ⋅ 𝐝′)

𝐝 ⋅𝐦. (16)

Multiplying both sides by ‖𝐝‖2 and (𝐝 ⋅ 𝐝′) leads to:

‖𝐝 ⋅ 𝐝′‖2𝐝 ⋅𝐦 < ‖𝐝′‖2‖𝐝‖2𝐝 ⋅𝐦⇔
(‖𝐝 ⋅ 𝐝′‖2 − ‖𝐝′‖2‖𝐝‖2)(𝐝 ⋅𝐦) < 0.

Since ‖𝐝 ⋅ 𝐝′‖2 ≤ ‖𝐝′‖2‖𝐝‖2, we conclude that 𝐝 ⋅𝐦 > 0. In addition, since 𝐝 ⋅𝐦 > 0 and 𝐝 ⋅ 𝐝′ > 0, it follows from (16) that 𝐝′ ⋅𝐦 >
0. □

We now combine the two preceding lemmas to find angular relations in the tetrahedron formed by the current triangle and 𝐪, 
i.e., involving the vectors (𝐦𝑘) and (𝐝𝑘). See Fig. 12. These results are used in Lemma 13 and in sec. 5.3.

Lemma 18. For all 𝑘, if 𝐝𝑘 ⋅ 𝐝𝑘+1 ≤ 0, then 𝐝𝑘+1 ⋅𝐦𝑘+2 > 0 and 𝐝𝑘 ⋅𝐦𝑘+2 < 0.

Proof. (See Fig. 12-(a).) We use Lemma 17, with 𝐝, 𝐝′, 𝐦 respectively set to (−𝐝𝑘), 𝐝𝑘+1 and 𝐦𝑘+2. Note that the normal 𝐝𝑘 × 𝐝𝑘+1
is by definition equal to �̂�(𝐓). Note also that Lemma 16 implies (see (B.1) and (B.2)):(

�̂�(𝐓) × (−𝐝𝑘)
)
⋅𝐦𝑘+2 < 0,(

�̂�(𝐓) × 𝐝𝑘+1
)
⋅𝐦𝑘+2 > 0,

which is the projection criterion of Lemma 17.

Since we assume in addition that (−𝐝𝑘) ⋅ 𝐝𝑘+1 ≥ 0, we conclude by Lemma 17 that (−𝐝𝑘) ⋅𝐦𝑘+2 > 0 and 𝐝𝑘+1 ⋅𝐦𝑘+2 > 0. □

Likewise,

Lemma 19. For all 𝑘, if 𝐝𝑘 ⋅ 𝐝𝑘+1 ≤ 0, then 𝐝𝑘 ⋅ (𝐝𝑘 +𝐦𝑘) > 0 and 𝐝𝑘+1 ⋅ (𝐝𝑘 +𝐦𝑘) < 0.

Proof. (See Fig. 12-(b).) We use Lemma 17, with 𝐝, 𝐝′, 𝐦 respectively set to (−𝐝𝑘), 𝐝𝑘+1 and −(𝐝𝑘 +𝐦𝑘). Note that the normal is 
equal to �̂�(𝐓) and the projection criterion is implied by Lemma 16 (see (B.3) and (B.4)):(

�̂�(𝐓) × (−𝐝𝑘)
)
⋅
(
− (𝐝𝑘 +𝐦𝑘)

)
< 0,(

�̂�(𝐓) × 𝐝𝑘+1
)
⋅
(
− (𝐝𝑘 +𝐦𝑘)

)
> 0.

From Lemma 17, we thus have 𝐝𝑘 ⋅ (𝐝𝑘 +𝐦𝑘) > 0 and 𝐝𝑘+1 ⋅ (𝐝𝑘 +𝐦𝑘) > 0. □
14

Finally,
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Fig. 13. Illustrations for circumsphere-based lemma of sec. 5.2. A point is depicted as a black disk if it is inside the ball of interest, and as a hollow disk if it is not in 
the closed ball.

Lemma 20. For all 𝑘, if 𝐦𝑘 ⋅ (𝐝𝑘 + 𝐦𝑘) ≥ 0, then 𝐝𝑘+1 ⋅ 𝐦𝑘 < 0 and 𝐝𝑘+1 ⋅ (𝐝𝑘 + 𝐦𝑘) < 0. Similarly, if 𝐦𝑘+1 ⋅ (𝐝𝑘 + 𝐦𝑘) ≥ 0, then 
𝐝𝑘 ⋅𝐦𝑘+1 > 0 and 𝐝𝑘 ⋅ (𝐝𝑘 +𝐦𝑘) > 0.

Proof. (See Fig. 12-(c),(d).) We focus on the first part, because the proof of the second part is quite similar.

We use Lemma 17, with 𝐝, 𝐝′, 𝐦 respectively set to (𝐝𝑘 +𝐦𝑘), 𝐦𝑘 and (−𝐝𝑘+1). Note that the normal is equal to 𝐦𝑘 × (𝐝𝑘 +𝐦𝑘) =
�̂�𝑘+1 + �̂�𝑘+2 and the projection criterion is implied by Lemma 16 (see (B.5) and (B.6)):(

(�̂�𝑘+1 + �̂�𝑘+2) × (𝐝𝑘 +𝐦𝑘)
)
⋅ (−𝐝𝑘+1) < 0,(

(�̂�𝑘+1 + �̂�𝑘+2) ×𝐦𝑘

)
⋅ (−𝐝𝑘+1) > 0.

From Lemma 17, we thus have 𝐝𝑘+1 ⋅𝐦𝑘 < 0 and 𝐝𝑘+1 ⋅ (𝐝𝑘 +𝐦𝑘) < 0, which concludes. □

5.2. Circumsphere-based results

In this section, we show several general and purely geometrical circumsphere-based results. They are illustrated in Fig. 13. 
Lemma 21 is the most often used, notably in some of the key results, such as Lemma 13 and Lemma 15, as well as in Corollary 8. 
Lemma 22 is invoked in Lemma 13, whereas Lemma 23 and Lemma 24 are crucial in sec. 5.3. Note that we use the term ball for a 
3D ball and disk for its 2D counterpart. For the sake of clarity, we identify any point in 𝑥 ∈ℝ3 with the vector 𝐱 of its coordinates.

Lemma 21. Let 𝐮, 𝐰 be two non-zero vectors of ℝ3. Let 𝐵 be a closed ball whose border passes through the origin 𝟎 as well as through 𝐮 and 
𝐰. The point 𝐬 ∶= 𝐮 +𝐰 belongs to the interior of the ball 𝐵 if and only if 𝐮 ⋅𝐰 < 0.

Proof. Consider a ball 𝐵 with centre 𝑐 and radius 𝑟. First 𝟎 ∈ 𝜕𝐵 is equivalent to 𝑟2 = 𝑐2. Using this relation it follows:

𝐮 ∈ 𝜕𝐵⇔ (𝐮− 𝑐)2 = 𝑐2 ⇔ 2𝑐 ⋅ 𝐮 = 𝐮2, (17)

𝐰 ∈ 𝜕𝐵⇔ (𝐰− 𝑐)2 = 𝑐2 ⇔ 2𝑐 ⋅𝐰 =𝐰2, (18)

𝐬 ∈ �̊�⇔ (𝐮+𝐰− 𝑐)2 < 𝑐2 ⇔ (𝐮+𝐰)2 < 2(𝐮+𝐰) ⋅ 𝑐. (19)

Developing (𝐮 + 𝐰)2 in (19), we get 𝐮2 + 𝐰2 + 2𝐮 ⋅ 𝐰 < 2(𝐮 + 𝐰) ⋅ 𝑐, which is equivalent to 𝐮2 + 𝐰2 + 2𝐮 ⋅ 𝐰 < 𝐮2 + 𝐰2 by (17) and 
(18). Subtracting 𝐮2 +𝐰2 from both sides gives the equivalent formulation 𝐮 ⋅𝐰 < 0. □

Lemma 22. Let 𝐮, 𝐰 be two non-zero vectors of ℝ3. Let 𝐵 be a closed ball whose border passes through the origin 𝟎 and the point 𝐬 = 𝐮 +𝐰. 
If 𝐮 and 𝐰 do not lie in the ball 𝐵, then 𝐮 ⋅𝐰 < 0.

Proof. Consider a ball 𝐵 with centre 𝑐 and radius 𝑟. Using again the equivalence 𝟎 ∈ 𝜕𝐵⇔ 𝑟2 = 𝑐2 it follows:
15

𝐬 ∈ 𝜕𝐵⇔ (𝐮+𝐰− 𝑐)2 = 𝑐2 ⇔ (𝐮+𝐰)2 = 2(𝐮+𝐰) ⋅ 𝑐, (20)
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𝐮 ∉𝐵⇔ (𝐮− 𝑐)2 > 𝑐2 ⇔ 2𝑐 ⋅ 𝐮 < 𝐮2, (21)

𝐰 ∉𝐵⇔ (𝐰− 𝑐)2 > 𝑐2 ⇔ 2𝑐 ⋅𝐰 <𝐰2. (22)

Gathering results together, we get:

𝐮2 +𝐰2 + 2𝐮 ⋅𝐰 = (𝐮+𝐰)2 = 2(𝐮+𝐰) ⋅ 𝑐 (using (20))

< 𝐮2 +𝐰2 (using (21) and (22)).

Subtracting 𝐮2 +𝐰2 from both sides gives 𝐮 ⋅𝐰 < 0. □

Lemma 23. Let 𝐮 be a non-zero vector in ℝ3. Let 𝐵 be a closed ball whose border passes through the origin 𝟎. If 𝐮 does not lie in the interior 
�̊� of the ball 𝐵, then no point 𝛿𝐮 such that 𝛿 > 1 lies in the ball 𝐵.

Proof. Consider a ball 𝐵 with centre 𝑐 and radius 𝑟, and recalling that 𝟎 ∈ 𝜕𝐵 is equivalent to 𝑟2 = 𝑐2, we get

𝐮 ∉ �̊�⇔ (𝐮− 𝑐)2 ≥ 𝑐2 ⇔ 2𝑐 ⋅ 𝐮 ≤ 𝐮2. (23)

We then compute:

(𝛿𝐮− 𝑐)2 = 𝛿2𝐮2 − 2𝛿𝐮 ⋅ 𝑐 + 𝑐2

≥ 𝛿(𝛿 − 1)𝐮2 + 𝑐2 (by (23) and factoring 𝐮2)

> 𝑟2. (since 𝛿 > 1, 𝐮2 > 0 and 𝑐2 = 𝑟2)

We conclude since (𝛿𝐮 − 𝑐)2 > 𝑟2 is equivalent to 𝛿𝐮 ∉ 𝐵. □

Lemma 24. Let 𝐮, 𝐰 be two non-zero vectors of ℝ3. Let 𝐵 be a closed ball whose border passes through the origin 𝟎 and the two points 𝐮
and 𝐰. No point of the set Λ ∶= {−𝑎𝐮 − 𝑏𝐰 ∣ (𝑎, 𝑏) ∈ ℕ2} lies in the interior �̊� of the ball 𝐵.

Proof. Consider a ball 𝐵 with centre 𝑐 and radius 𝑟, and recalling that 𝟎 ∈ 𝜕𝐵 is equivalent to 𝑟2 = 𝑐2, we get

𝐮 ∈ 𝜕𝐵⇔ (𝐮− 𝑐)2 = 𝑐2 ⇔ 2𝑐 ⋅ 𝐮 = 𝐮2, (24)

𝐰 ∈ 𝜕𝐵⇔ (𝐰− 𝑐)2 = 𝑐2 ⇔ 2𝑐 ⋅𝐰 =𝐰2. (25)

We then compute for arbitrary non-negative integers 𝑎 and 𝑏:

(−𝑎𝐮− 𝑏𝐰− 𝑐)2 = 𝑐2 + (𝑎𝐮+ 𝑏𝐰)2 + 2𝑐 ⋅ (𝑎𝐮+ 𝑏𝐰)

= 𝑐2 + (𝑎𝐮+ 𝑏𝐰)2 + 𝑎𝐮2 + 𝑏𝐰2 (using (24) and (25))

≥ 𝑟2. (since 𝑎 ≥ 0, 𝑏 ≥ 0 and 𝑐2 = 𝑟2)

We conclude since (−𝑎𝐮 − 𝑏𝐰 − 𝑐)2 ≥ 𝑟2 is equivalent to −𝑎𝐮 − 𝑏𝐰 ∉ �̊�. □

5.3. Proximity results

In this subsection, we demonstrate some technical lemmas that give the order relations induced by the spheres circumscribing the 
current triangle. They are used in the proofs of Lemma 13 and Lemma 15 to establish the Delaunay property.

In what follows, we use the notation 𝛿0𝐓(⋅, ⋅), first introduced in [18], which designates the following 4D determinant:

Definition 25.

𝛿0𝐓(𝐱,𝐲) ∶=
|||||𝐝0 −𝐝2 𝐱 𝐲
𝐝20 𝐝22 𝐱2 𝐲2

||||| , (26)

with the relation

∀𝐱,𝐲 ∈+, 𝛿0𝐓(𝐱,𝐲) ≥ 0⇔ 𝐯0 + 𝐱 ≤𝐓 𝐯0 + 𝐲 (27)

and the identity [18, equation (6)]

𝛿0𝐓(𝐳, 𝐳
′ + 𝐳′′) = 𝛿0𝐓(𝐳, 𝐳

′) + 𝛿0𝐓(𝐳, 𝐳
′′) +

(
2𝐳′ ⋅ 𝐳′′

)
det [𝐝2,−𝐝1, 𝐳]. (28)
16

Lemma 26. Let 𝐮 ∶= −𝐦0 +𝐦1 +𝐦2. If 𝐝1 ⋅ 𝐮 ≥ 0 (resp. (−𝐝2) ⋅ 𝐮 ≥ 0), then 𝛿0𝐓(𝐦1, 𝑎𝐮) ≥ 0 (resp. 𝛿0𝐓(𝐦2, 𝑎𝐮) ≥ 0) for all 𝑎 ∈ℕ.
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Proof. The lemma is trivially true for 𝑎 = 0 and we can safely assume that 𝑎 ≥ 1.

Base case Using Lemma 21 with the vectors 𝐝1, 𝐮 and the origin set to 𝐯2, 𝐝1 ⋅𝐮 ≥ 0 implies that the ball whose border passes through 
𝐓 and 𝐯2 + 𝐮 = 𝐯0 +𝐦1 does not include 𝐯2 + 𝐝1 + 𝐮 = 𝐯0 + 𝐮 in its interior. That means that 𝛿0𝐓(𝐦1, 𝐮) ≥ 0 and we can similarly show 
that 𝛿0𝐓(𝐦2, 𝐮) ≥ 0 if (−𝐝2) ⋅ 𝐮 ≥ 0.

Induction step Let 𝐦 be either 𝐦1 or 𝐦2. We now assume that for some 𝑎 ∈ ℕ, 𝛿0𝐓(𝐦, 𝑎𝐮) ≥ 0 and we want to show that 𝛿0𝐓(𝐦, (𝑎 +1)𝐮) ≥
0.

By (28), we have

𝛿0𝐓(𝐦, (𝑎+ 1)𝐮) = 𝛿0𝐓(𝐦, 𝑎𝐮) + 𝛿0𝐓(𝐦,𝐮)

+ 2𝑎(𝐮 ⋅ 𝐮) det [𝐝2,−𝐝1,𝐦].

Since det [𝐝2,−𝐝1,𝐦] = det [𝐦0,𝐦1,𝐦2], which is equal to 1 by Theorem 2, the whole sum is strictly positive due to the induction 
hypothesis and the base case. □

Lemma 27, Lemma 28, Lemma 29 are respectively used in the cases (i), (ii) and (iii) of the proof of Lemma 13.

Lemma 27. Let 𝐮 ∶= −𝐦0 +𝐦1 +𝐦2 and 𝐰 ∶= 𝑎(𝐝1) + 𝑏(−𝐝2) + 𝑐(𝐮), with 𝑎, 𝑏, 𝑐 ≥ 0. If 𝐝1 ⋅𝐮 ≥ 0 and (−𝐝2) ⋅𝐮 ≥ 0, then 𝛿0𝐓(𝐦2, 𝐰) ≥ 0.

Proof. By (28), we have

𝛿0𝐓(𝐦2,𝐰) = 𝛿0𝐓
(
𝐦2, 𝑎𝐝1 + 𝑏(−𝐝2)

)
+ 𝛿0𝐓(𝐦2, 𝑐𝐮)

+ 2
((

𝑎𝐝1 + 𝑏(−𝐝2)
)
⋅ 𝑐𝐮

)
det [𝐝2,−𝐝1,𝐦2].

We show below that the three terms are positive, so is the whole sum.

• For the first term, we apply Lemma 24 with the vectors −𝐝1, 𝐝2 and the origin set to 𝐯0 to deduce that the point 𝐯0 +𝑎𝐝1 + 𝑏(−𝐝2)
is not in the interior of the ball passing through 𝐓 and 𝐯0 +𝐦2. Thus, 𝛿0𝐓

(
𝐦2, 𝑎𝐝1 + 𝑏(−𝐝2)

)
≥ 0.

• Since (−𝐝2) ⋅ 𝐮 ≥ 0, 𝛿0𝐓(𝐦2, 𝑐𝐮) ≥ 0 by Lemma 26.

• Finally, 
(
𝑎𝐝1 + 𝑏(−𝐝2)

)
⋅ 𝑐𝐮 ≥ 0 because 𝑎, 𝑏, 𝑐, 𝐝1 ⋅𝐮 and (−𝐝2) ⋅𝐮 are assumed to be positive and, using Theorem 2, one can easily 

check that det [𝐝2,−𝐝1,𝐦2] = det [𝐦0,𝐦1,𝐦2] = 1. □

Lemma 28. Let 𝐮 ∶= −𝐦0 +𝐦1 +𝐦2 and 𝐰 ∶= 𝑎(𝐝1) +𝑏(𝐦2) + 𝑐(𝐮), with 𝑎, 𝑏, 𝑐 ≥ 0. If 𝐦2 ⋅𝐮 ≥ 0, 𝐝1 ⋅𝐮 ≥ 0, (−𝐝2) ⋅𝐮 ≥ 0 and 𝐝1 ⋅𝐦2 ≥ 0, 
then 𝛿0𝐓(𝐦2, 𝐰) ≥ 0.

Proof. By (28), we have

𝛿0𝐓(𝐦2,𝐰) = 𝛿0𝐓(𝐦2, 𝑎𝐝1 + 𝑏𝐦2) + 𝛿0𝐓(𝐦2, 𝑐𝐮)

+ 2
((

𝑎𝐝1 + 𝑏𝐦2) ⋅ 𝑐𝐮
)
det [𝐝2,−𝐝1,𝐦2].

One can easily check that det [𝐝2,−𝐝1,𝐦2] = det [𝐦0,𝐦1,𝐦2], which is equal to 1 by Theorem 2.

In addition, we use (28) again to decompose the first term and finally get

𝛿0𝐓(𝐦2,𝐰) = 𝛿0𝐓
(
𝐦2, 𝑎𝐝1

)
+ 𝛿0𝐓

(
𝐦2, 𝑏𝐦2

)
+ 𝛿0𝐓(𝐦2, 𝑐𝐮)

+ 2𝑎𝑏
(
𝐝1 ⋅𝐦2

)
+ 2

(
𝑎𝐝1 + 𝑏𝐦2

)
⋅ 𝑐𝐮.

We can now prove that each term of the sum is positive:

• For the first two terms, we consider the ball whose border passes through 𝐓 and 𝐯0 +𝐦2. If 𝑎 = 0 (resp. 𝑏 ∈ {0, 1}), the point 
𝐯0 + 𝑎𝐝1 (resp. 𝐯0 + 𝑏𝐦2) trivially belongs to the boundary of the ball, which implies a null term. If 𝑎 ≥ 1 (resp. 𝑏 ≥ 2), we 
consider the ray from 𝐯0 in direction 𝐝1 (resp. from 𝐯0 in direction 𝐦2) and we use Lemma 23 to show that the point 𝐯0 + 𝑎𝐝1
(resp. 𝐯0 + 𝑏𝐦2) does not belong to the interior of the ball, which means that 𝛿0𝐓

(
𝐦2, 𝑎𝐝1

)
≥ 0 (resp. 𝛿0𝐓

(
𝐦2, 𝑏𝐦2

)
≥ 0).

• Since (−𝐝2) ⋅ 𝐮 ≥ 0, 𝛿0𝐓(𝐦2, 𝑐𝐮) ≥ 0 by Lemma 26.

• All scalar products of the last two terms are positive or null due to the hypotheses. □

Lemma 29. Let 𝐮 ∶= −𝐦0 +𝐦1 +𝐦2, 𝐰 ∶= 𝑎(𝐦1) + 𝑏(𝐦2) + 𝑐(𝐮), with 𝑎, 𝑏, 𝑐 ≥ 0. Let Λ be the set {𝛼𝐦1 + 𝛽𝐦2 ∣ 𝛼, 𝛽 ∈ℕ ⧵ {(0, 0)}, 𝛼 ≤
17

𝑎, 𝛽 ≤ 𝑏} and 𝐰′ ∈ Λ be such that ∀𝐰′′ ∈ Λ, 𝛿0𝐓(𝐰
′, 𝐰′′) ≥ 0. If 𝐦1 ⋅ 𝐮 ≥ 0 and 𝐦2 ⋅ 𝐮 ≥ 0, then 𝛿0𝐓(𝐰

′, 𝐰) ≥ 0.
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Proof. By (28), we have

𝛿0𝐓(𝐰
′,𝐰) = 𝛿0𝐓

(
𝐰′, (𝑎𝐦1 + 𝑏𝐦2)

)
+ 𝛿0𝐓(𝐰

′, 𝑐𝐮)

+ 2
((

𝑎𝐦1 + 𝑏𝐦2)
)
⋅ 𝑐𝐮

)
det [𝐝2,−𝐝1,𝐰′].

• The first term 𝛿0𝐓
(
𝐰′, (𝑎𝐦1 + 𝑏𝐦2)

)
is positive by definition of 𝐰′.

• 2
((

𝑎𝐦1 +𝑏𝐦2)
)
⋅𝑐𝐮

)
is positive because we assume that 𝑎, 𝑏, 𝑐, 𝐦1 ⋅𝐮 and 𝐦2 ⋅𝐮 are positive. Moreover, setting 𝐰′ ∶= 𝑎′𝐦1 +𝑏′𝐦2

and using Theorem 2, one can easily check that

det [𝐝2,−𝐝1,𝐰′] = (𝑎′ + 𝑏′) det [𝐦0,𝐦1,𝐦2] = (𝑎′ + 𝑏′) ≥ 1.

As a consequence, the third term of the sum is positive.

• It remains to show that the second term is also positive.

By Lemma 20, 𝐦2 ⋅ 𝐮 ≥ 0 ⇒ 𝐝1 ⋅ 𝐮 > 0. From the last inequality, we have by Lemma 26, 𝛿0𝐓(𝐦1, 𝑐𝐮) ≥ 0, which means that 
𝐯0 +𝐦1 ≤𝐓 𝐯0 + 𝑐𝐮. However, since 𝐯0 + 𝐰′ ≤𝐓 𝐯0 +𝐦1 by definition of 𝐰′, we have by transitivity 𝐯0 + 𝐰′ ≤𝐓 𝐯0 + 𝑐𝐮, i.e., 
𝛿0𝐓(𝐰

′, 𝑐𝐮) ≥ 0. □

Lemma 30 is used in the proof of Lemma 15.

Lemma 30. Let 𝐰 ∶= 𝑎(−𝐝0) + 𝑏(𝐝1) + 𝑐(𝐦2), with 𝑎, 𝑏, 𝑐 ≥ 0. If (−𝐝0) ⋅ 𝐝1 ≥ 0, then 𝛿0𝐓(𝐦2, 𝐰) ≥ 0.

Proof. By (28), we have

𝛿0𝐓(𝐦2,𝐰) = 𝛿0𝐓
(
𝐦2, 𝑎(−𝐝0) + 𝑏(𝐝1)

)
+ 𝛿0𝐓(𝐦2, 𝑐𝐦2)

+ 2
((

𝑎(−𝐝0) + 𝑏𝐝1
)
⋅ 𝑐𝐦2

)
det [𝐝2,−𝐝1,𝐦2].

One can easily check that det [𝐝2,−𝐝1,𝐦2] = det [𝐦0,𝐦1,𝐦2], which is equal to 1 by Theorem 2.

In addition, we use (28) again to decompose the first term and finally get

𝛿0𝐓(𝐦2,𝐰) = 𝛿0𝐓
(
𝐦2, 𝑎(−𝐝0)

)
+ 𝛿0𝐓

(
𝐦2, 𝑏(𝐝1)

)
+ 𝛿0𝐓(𝐦2, 𝑐𝐦2)

+ 2𝑎𝑏
(
(−𝐝0) ⋅ 𝐝1

)
+ 2

(
𝑎(−𝐝0) + 𝑏𝐝1

)
⋅ 𝑐𝐦2.

We can now prove that each term of the sum is positive:

• For the first term, we consider the ball whose border passes through 𝐓 and 𝐯0 + 𝐮. If 𝑎 = 0, the point 𝐯0 + 𝑎(−𝐝0) = 𝐯0 trivially 
belongs to the boundary of the ball, which implies a null term. If 𝑎 = 1, we apply Lemma 21 with the vectors (−𝐝0), 𝐝1 and the 
origin set to 𝐯2 to deduce from (−𝐝0) ⋅ 𝐝1 ≥ 0 that the point 𝐯2 + 𝐝1 + 𝑎(−𝐝0) = 𝐯0 + 𝑎(−𝐝0) does not belong to the interior of the 
ball, which means that 𝛿0𝐓

(
𝐦2, 𝑎(−𝐝0)

)
≥ 0. For 𝑎 ≥ 2, we consider the ray from 𝐯0 in direction −𝐝0 to show that we have the 

same result in that case too.

• The two next terms are also positive or null and we can verify this using Lemma 23 as in the proof of Lemma 28 (first item).

• The fourth term is positive because 𝑎, 𝑏 and 
(
(−𝐝0) ⋅ 𝐝1

)
are assumed to be positive.

• For the sign of the last term, it is enough to note that 
(
(−𝐝0) ⋅ 𝐝1

)
≥ 0 also implies 𝐦2 ⋅ (−𝐝0) > 0 and 𝐦2 ⋅ 𝐝1 > 0 by Lemma 18. 

As a consequence, the term 
(
𝑎(−𝐝0) + 𝑏𝐝1

)
⋅ 𝑐𝐦2 develops into two positive scalar products and is therefore positive. □

6. Conclusion

We introduce the Delaunay property for plane-probing algorithms and prove that the L-algorithm verifies the Delaunay property. 
We invoke several geometry properties related to projections and spheres in order to proceed to the proof by recurrence. Since L-

algorithm verifies the Delaunay property, a direct consequence is that the output triangle contains a minimal basis for the underlying 
rank-two translated lattice. We also show that such minimal basis provides a raw estimation of the bound for the distance between 
the vertex of the last triangle to the fixed apex of tetrahedron.

As for future work, our study serves as a basis for the study of the locality for the L-algorithm. The progress of the algorithm 
depends on every point that it visits during the iteration. We hope that we can find a bound for the convex hull of every point 
visited by the algorithm in order to optimize the performance of the algorithm on digital surfaces. On the other hand, we also wish 
to understand theoretically how the R-algorithm always returns the same acute or right triangle as the L-algorithm without verifying 
18

the Delaunay property.
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Appendix A. Relation between the preorder and the intersection of balls and half-spaces

In this section, we focus on a step 𝑖 ∈ {0, … , 𝑛 − 1} and ignore the exponent (𝑖) in the notations. Our goal is to show that ≤𝐓 is a 
total preorder on +. For any pair 𝐱, 𝐲 ⊂+, we remind that 𝐲 ≤𝐓 𝐱 if and only if ((𝐓, 𝐲) ∩+) ⊆ ((𝐓, 𝐱) ∩+).

• Reflexivity: the ball defined by 𝐓 and 𝐱 ∈+ is unique, thus ((𝐓, 𝐱) ∩+) ⊆ ((𝐓, 𝐱) ∩+).
• Transitivity: it is induced by the transitivity of the order ⊆.

• Totality: ≤𝐓 is total if ((𝐓, 𝐲) ∩+) ⊆ ((𝐓, 𝐱) ∩+) or ((𝐓, 𝐱) ∩+) ⊆ ((𝐓, 𝐲) ∩+) for all 𝐱, 𝐲 ∈+. We have two cases 
according to the pair 𝐱, 𝐲:

– if (𝐓, 𝐱) =(𝐓, 𝐲), both alternatives are obviously true.

– if (𝐓, 𝐱) ≠ (𝐓, 𝐲), the intersection of the boundaries of the two balls is a curve lying in a plane, which is by definition, 
the one containing 𝐓. Since + does not contain that plane, we necessarily have either ((𝐓, 𝐲) ∩+) ⊆ ((𝐓, 𝐱) ∩+) or 
((𝐓, 𝐱) ∩+) ⊆ ((𝐓, 𝐲) ∩+).

Remark 31. The preorder is not antisymmetric because there exist co-spherical cases where 𝐱 ≠ 𝐲 but (𝐓, 𝐱) =(𝐓, 𝐲).

Lemma 32. For all 𝐱, 𝐲 ∈+, if ((𝐓, 𝐲) ∩+) ⊆ ((𝐓, 𝐱) ∩+), then ((𝐓, 𝐱) ∩−) ⊆ ((𝐓, 𝐲) ∩−).

Proof. Again, we have two cases according to the pair 𝐱, 𝐲:

• if (𝐓, 𝐱) =(𝐓, 𝐲), the statement is obviously true.

• if (𝐓, 𝐱) ≠ (𝐓, 𝐲), we first note that we can symmetrically define a total preorder with − instead of +, which means that 
there are only two possible cases: either ((𝐓, 𝐱) ∩−) ⊆ ((𝐓, 𝐲) ∩−) or ((𝐓, 𝐲) ∩−) ⊆ ((𝐓, 𝐱) ∩−). We now show by 
contradiction that the second one is impossible. Indeed, if we have the two following inclusions

((𝐓,𝐲) ∩+) ⊆ ((𝐓,𝐱) ∩+),

((𝐓,𝐲) ∩−) ⊆ ((𝐓,𝐱) ∩−),

by taking the union of both sides of the inclusions, we obtain (𝐓, 𝐲) ⊆ (𝐓, 𝐱), which raises a contradiction as the two balls are 
assumed to be disinct and, by definition, intersect. □

Appendix B. Derivations

In this section, we detail some elements of the technical proofs which are implied by Lemma 16.

In Lemma 18:(
�̂�(𝐓) × (−𝐝𝑘)

)
⋅𝐦𝑘+2 =

(
�̂�(𝐓) × (𝐦𝑘+2 −𝐦𝑘+1)

)
⋅𝐦𝑘+2

= −
(
𝐦𝑘+1 ×𝐦𝑘+2

)
⋅ �̂�(𝐓) (B.1)
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=− �̂�𝑘 ⋅ �̂�(𝐓).
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And, (
�̂�(𝐓) × (𝐝𝑘+1)

)
⋅𝐦𝑘+2 =

(
�̂�(𝐓) × (𝐦𝑘+2 −𝐦𝑘)

)
⋅𝐦𝑘+2

= −
(
𝐦𝑘 ×𝐦𝑘+2

)
⋅ �̂�(𝐓)

=�̂�𝑘+1 ⋅ �̂�(𝐓).

(B.2)

In Lemma 19:(
�̂�(𝐓) × (−𝐝𝑘)

)
⋅ (𝐝𝑘 +𝐦𝑘) =

(
(−𝐝𝑘) × (𝐝𝑘 +𝐦𝑘)

)
⋅ �̂�(𝐓)

=
(
(−𝐝𝑘) ×𝐦𝑘

)
⋅ �̂�(𝐓)

=
(
(−𝐦𝑘+1 +𝐦𝑘+2) ×𝐦𝑘

)
⋅ �̂�(𝐓)

=(�̂�𝑘+2 + �̂�𝑘+1) ⋅ �̂�(𝐓).

(B.3)

And, (
�̂�(𝐓) × 𝐝𝑘+1

)
⋅ (𝐝𝑘 +𝐦𝑘) =

(
�̂�(𝐓) × 𝐝𝑘+1

)
⋅ (−𝐝𝑘+1 +𝐦𝑘+1)

=
(
�̂�(𝐓) × 𝐝𝑘+1

)
⋅ (𝐦𝑘+1)

=
(
𝐝𝑘+1 × (𝐦𝑘+1)

)
⋅ �̂�(𝐓)

=
(
((𝐦𝑘+2 −𝐦𝑘) × (𝐦𝑘+1)

)
⋅ �̂�(𝐓)

=(−�̂�𝑘+2 − �̂�𝑘)) ⋅ �̂�(𝐓).

(B.4)

For Lemma 20:(
(�̂�𝑘+1 + �̂�𝑘+2) × (𝐝𝑘 +𝐦𝑘)

)
⋅ (−𝐝𝑘+1) =

(
(�̂�𝑘+1 + �̂�𝑘+2) × (𝐦𝑘+1 − 𝐝𝑘+1)

)
⋅ (−𝐝𝑘+1)

=
(
(�̂�𝑘+1 + �̂�𝑘+2) × (𝐦𝑘+1)

)
⋅ (−𝐝𝑘+1)

=
(
(𝐦𝑘+1) × (−𝐝𝑘+1)

)
⋅ (�̂�𝑘+1 + �̂�𝑘+2)

=
(
(𝐦𝑘+1) × (−𝐦𝑘+2 +𝐦𝑘)

)
⋅ (�̂�𝑘+1 + �̂�𝑘+2)

=(−�̂�𝑘 − �̂�𝑘+2) ⋅ (�̂�𝑘+1 + �̂�𝑘+2)

= −
(
�̂�𝑘 ⋅ �̂�𝑘+1 + �̂�𝑘 ⋅ �̂�𝑘+2 + �̂�𝑘+2 ⋅ �̂�𝑘+1 + ‖�̂�𝑘+2‖2).

(B.5)

And, (
(�̂�𝑘+1 + �̂�𝑘+2) ×𝐦𝑘

)
⋅ (−𝐝𝑘+1) =

(
𝐦𝑘 × (−𝐝𝑘+1)

)
⋅ (�̂�𝑘+1 + �̂�𝑘+2)

=
(
𝐦𝑘 × (−𝐦𝑘+2 +𝐦𝑘)

)
⋅ (�̂�𝑘+1 + �̂�𝑘+2)

=�̂�𝑘+1 ⋅ (�̂�𝑘+1 + �̂�𝑘+2)

=
(‖�̂�𝑘+1‖2 + �̂�𝑘+1 ⋅ �̂�𝑘+2

)
.

(B.6)
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