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There is an Iurgent need for automatic systems for quality control of flat steel products 
to meet the ever increasing demand from customers, and for process control to 
prevent damage to production. To achieve these goals, those inspection systems 
should detect and recognize defects using image processing and pattern recognition 
methods. Such complex systems are difficult to compare and the specificity of each 
application is generally not taken into account. This paper describes a method for 
optimizing a system using a cost matrix approach. It produces an image which can 
be used to appreciate the quality of the classifier visually. We have applied the 
method in order to optimize the feature selection and to compare the classification 
methods used in a system designed for recognizing defects in flat steel products in a 
cold rolling mill. The results show significant improvements in the performance of 
the recognition system. 0 1997 Elsevier Science Ltd. All rights reserved. 
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There is an urgent need for automatic systems for quality 
control of flat steel products to meet the ever increasing 
demand from customers, the high cost of correction of 
poor quality and the need to reduce the stress on 
inspectors. This means that systems are required to 
provide on-line defect detection and recognition or 
identification. The results provided by such systems can 
be used, for example, to help in the characterization of 
the industrial process and to carry out corrections to 
plant equipment and hence ensure customer satisfaction. 

Information on defect identity and cause is needed in 
near real-time for remedial action, but quality appraisal 
of processed material can be relaxed to just in time for 
decision making on the suitability for the customer or 
further processing. 

Throughout the 1980s machine vision systems for 
industry were developed first by the automobile manu- 
facturers and then for all the branches of manufacturing 
industry. Product quahty receives more and more atten- 
tion, and image processing hardware has made signiti- 
cant progress. These reasons led companies to take an 

interest in the automatic inspection problem. In 1984, 
nine iron and steel making companies and three alu- 
minium companies carried out a research project called 
the American Iron and Steel Institute’s Surface Inspec- 
tion Project. The project was realized by the Westing- 
house Electric Corporation [I1 After collaborating with . 
Eastman Kodak, a prototype of an inspection system 
was built and tested at different steel and aluminium 
production lines in 1987. They showed that the indus- 
trialization of an inspection system was possible. At the 
same time, another company, Litton Integrated Auto- 
mation[21 built a system with CCD sensors to identify 
defects. From the team which worked on this project, 
two companies were born: Isys Control Inc. and Quali- 
matrix. They offer different systems including image 
processing and classification. At the same time, Euro- 
pean companies began to work on this problem, includ- 
ing European Electronic Systems Limited, Fabricom, 
Rautaruukki 0.Y.[31 and others[4151. 

For all manufacturers, the installation of an inspection 
system is expensive. The decision to buy such a system 
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needs insurance that there will be a better quality product 
and/or cost reduction in the process line. Indeed, some 
factories prefer to rent a system to test the accuracy of 
the inspection system and estimate the benefit it will 
bring. Some difficulties often appear: 

?? the specificity of each factory is not sufficiently taken 
into account; 

?? the accuracy is very difficult to evaluate, and a com- 
parison between two systems is not easy. So the need 
to have a method in order to evaluate the real pos- 
sibilities of an inspection system is very urgent. 
Moreover, these systems should be more adapted to 
the application in a more automatic way. 

In regard to these remarks, we think it is necessary to 
define a criterion, adapted to one application, in order to 
optimize the accuracy of the inspection system and to 
have a measure to be able to compare and evaluate these 
systems. The aim of this paper is to describe such a 
criterion. 

In the following, we describe the industrial application 
for which we have developed an inspection system. Then, 
the cost matrices theory is proposed with a review of 
previous papers written on this problem. Finally, we 
present the results we have obtained for the application 
and the benefit of using our method. 

Industrial application 

The method we propose in this article has been applied in 
the iron and steel industry for the recognition of defects 
in flat steel products in a cold rolling mi1116]. We have 
implemented the scheme at a plant located in Florange 
near Metz in France, where the pickling line is linked to 
the cold rolling line by an accumulator in order to have 
enough time to prevent damage during rolling. 

At the present time, the system is capable of detecting 
surface flaws. The operator has a video monitor on 
which the image of the moving steel strip is scrolled. 
When a defect is detected by the system, the suspect area 
is frozen on the screen. The action of the operator 
depends on the type of defect and its severity: he can slow 
the line down or open the rolling mill stands. At high 
production speed (10 m/s) human inspection becomes 
very difficult. The prototype detection system developed 
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Figure 1 Location of the inspection system in the pickling-cold 
rolling plant 
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by IRSID (French Institute of Research in Iron and 
Steel)17] consists of CCD linear cameras, halogen light 
sources and a dedicated electronic system. Two cameras 
inspect both sides of the sheet metal simultaneously and 
another camera detects the edges of the strip and possible 
holes. Images are reconstructed and processed in real- 
time in order to detect defects. 

The defect detection system provides good results because 
all the defects produce an alarm. However, the level of 
false alarms (about 80%) is too high (an alarm is pro- 
duced by the system even if a defect is not present on 
the steel strip). In order to reduce the workload of the 
operator the installation of a defect recognition system is 
highly desirable. 

Defect identification serves two purposes: 

?? production facility protection: defects that can damage 
the rolls or cause production stoppages must be detected 
and identified; 

?? production quality must comply with customer require- 
ments; the system provides both process management 
and quality control with regard to the customer. When 
a non-conformance is detected, the operator can take 
steps to correct the manufacturing parameters causing 
the defect. 

Over several weeks, a defect recording system was 
installed and more than 3000 images were stored on 
magnetic tapes in order to build a large database of 
images for classification purposes. 

Cost matrices theory 

A recognition system is composed of many processing 
stages. A global optimization procedure is needed in 
order to reach the goals that have been fixed for the 
application. As part of this effort, we are interested in 
methods that can be used to measure the accuracy of the 
system. The system takes a decision and associates a class 
to each defect. Unfortunately a simple recognition is not 
sufficient to take into account the specificities associated 
with most real problems. Indeed, the severity of a mis- 
classification error should not be considered the same for 
each class of defects. This can be accomplished using 
confusion matrices. 

Confusion matrices 

Classification results are stored in a matrix (Conf) of size 
K x K where K is the number of classes. Each element 
CO~J;:,~ represents the probability of a defect belonging 
to class i being recognized as an element of class j. For 
each class, we have: 

j=K 

Vi E [l, K] C ConJ;:,j = 1 
j=l 

(1) 

Diagonal terms of a confusion matrix correspond to 
elements which have been well classified by the system. 
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So a perfect system should produce a confusion matrix 
with only diagonal terms. A high value C~nfi,~ means 
that classes i and j are not separated in feature space. 
But, if the number of classes is high, it becomes very 
difficult to analyse the confusion matrix. 

A considerable amount of work has been done relating 
to issues of estimating classifier performance[8]. Many of 
these utilize methods to find the best discrimination rule. 
Vallet19] normalizes confusion matrices in order to have 
the same diagonal elements. Comparison between dif- 
ferent classifiers therefore becomes easier. However, 
these methods are based on confusion matrices, and 
consequently do not allow us to compare or to evaluate 
many recognition systems when misclassification rates 
are not of the same order for each class. 

Introduction of a measure to evaluate and 
optimize recognition systems 

In applications where each class has a different severity, 
we will show how a cost matrix can be used following a 
confusion matrix, in order to evaluate a recognition 
system. 

The first stage consists of establishing a cost matrix 
(Cost) of size K x K where K is the number of classes, 
written for the application. Each element Costi, j rep- 
resents the cost to misc:lassify an element of class i as 
class j. 

Then, we compute the total cost of misclassifications of a 
recognition system with the following formula: 

i=K i=K 

COSt,,l = C dx Ni>j X COSti,j 
i=l j=l 

(2) 

where 

Ni, j = Ni X Con& 

and Ni is the size of class i. 

(3) 

The best system for one application (or one cost matrix) 
has the minimal value of Costl,l,l. So the only value of 
this measure allows one to compare different classifi- 
cation approaches. If you introduce a loop in the pro- 
cessing scheme of the recognition system, you are able to 
optimize it. Costtotal is the mathematical criterion used to 
optimize the recognition, by giving priority to classes of 
defects that are important for the application, i.e. defects 
with high severity. We will illustrate this statement in the 
next part. 

How to write the cost matrix 

As we have already said, for a large number of appli- 
cations, the introduction of a cost matrix is necessary to 
evaluate a classification system. To write this cost matrix, 
we propose an approach with an expert of the appli- 
cation domain. This sta.ge becomes a very important one 
in the construction of the system. 

First of all, classes have to be ordered in a hierarchy. For 
our application, the intrinsic severity of defects has been 
used. Let us see how a numeric cost for each confusion 
type can be determined. 

First stage 
Let K be the number of classes. Classes with the same 
severity are grouped into a family. A family can contain 
one or more classes. Let f be the number of families. 

Second stage 
An integer matrix called Order of size f x f is built. The 
row index i represents the true family of defects, and the 
column index j represents the family identified by the 
recognition system. If a family i contains only one class 
of defects, the element Orderi, i is empty (see element 1,l 
with the minus sign in Table 2) because there is no 
possible confusion within family i. Then, for each other 
couple i, j, the severity of the misclassification of a defect 
belonging to family i recognized as a defect in family j (j 
could be equal to i) is used to determine the integer value 
Orderi,j. The Orderi,j value reflects the severity of the 
misclassification. So, the first Order value 1 is given for 
the more severe misclassifications. For example, in Table 
2, OrderI, = 1 means that the recognition of a family 1 
defect as a family 3 defect has a high severity. The 
following Order value 2 is given to a less severe mis- 
classification, and so on. The procedure is repeated until 
all the elements are filled. The same value can be given to 
several elements Orderi,j. The last integer order value M 
is given to the lowest severity confusion. For example, in 
Table 2, Order3,j = 8 means that the recognition of a 
family 3 defect as a different family 3 defect has a very 
low severity. The values Orderi,j are integers with 1 5 
Orderi,j < M with M 5 f '. The case where M = f2 
arises when all the elements Orderi,j are filled and 
different. 

Third stage 
This stage consists of defining groups p in the order 
matrix, with 1 < p < P. This allows us to give a very 
strong hierarchy between misclassifications. P is the total 
number of groups and only depends on the expert wishes. 
If the expert does not want to create this hierarchy, P is 
equal to one. The misclassification of one element in 
group p should be more critical than the misclassification 
of all the elements in the groups p + 1, p + 2,. . . , P. In 
this way, this rule allows us to avoid some confusions. As 
an example, in Table 3, the group 1 indicates that we 
should avoid a recognition of a family 1 defect as a 
family 2 or 3 defect and the recognition of a family 2 
defect as a family 3 defect. This certainly corresponds to 
very high severity defects for the application. 

Fourth stage 
The final cost matrix will correspond to confusion costs 
between each family, so the size will bef x f. For each 
value of Orderbj, we compute a different cost. We apply 
an arbitrary cost Z (for example Z = 1) for the most 
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important misclassification which is the first in the Order 
list (Orderi,j = 1). The following CoSti,j values within the 
same group should respect the Order matrix. The appli- 
cation expert must choose the ratio Q between two 
consecutive costs in the same groupp. a must respect the 
following inequality: 

O<cy<l 

A value 1 means that all the misclassifications within the 
group are equivalent. The cost for Orderi,j = m is defined 
by: 

where Nt is the size of the test set used for the optim- 
ization procedure and p is the group number. 

We have now obtained all the coefficients in the cost 
matrix. This matrix can be used to compare results from 
different classification methods. 

Use of the cost matrix for feature selection and 
classifiers comparison 

In an industrial context, there are two kinds of control, 
process control and quality control: 

The aim of process control is to identify mainly the 
defects that can damage the production line. So, the 
cost matrix should be established with a strong 
priority for this kind of defect. The families, which 
we have defined, will contain classes with the same risk 
of causing damage to the process. 
An objective of quality control will lead us to construct 
a system able to guarantee to each customer an 
optimal recognition rate for particular defects that 
interest this customer in priority. All kinds of defect 
can be identified with a different cost, so a specific cost 
matrix can be written for each customer. The use of 
this method, combined with a defect cartography, 
allows us to optimize the assignment of each product 
to customers. 

Whatever goal we have to reach, a single criterion reveals 
the accuracy of a recognition system. The comparison of 
several systems on a test set becomes easier. In a first 
approach, the minimal value of the global cost computed 
on each confusion matrix shows the best recognition 
system. 

The use of this criterion allows us to compare each stage 
of the processing scheme. For example, different classi- 
fication methods can be applied on the same test set, with 
the same features. Then, the results are compared with 
the criterion. 

We have applied this method in order to optimize the 
feature selection stage with a classification method. This 
stage is a very important one in a recognition system. To 
obtain the best feature combination, we should minimize 
the global misclassification cost. To find the optimal 
feature combination, you have to compare 2p - 1 
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combinations where p is the number of features. If you 
want to reduce the number p to a number n of features, 
you have to compare C,P = p !/[ n!(p - n)!] combinations. 
Some algorithms, for example the Branch and Bound 
algorithml’O1, are used to find the optimal solution with 
fewer trials, by using a feature hierarchy like a tree. 
Nevertheless, if the number of features is high, the time 
to find the optimal solution is prohibitive. 

An iterative selection method[“] allows us to find a 
suboptimal solution. Let us briefly describe the principle: 

Starting point 

0 initial selection of features, 
?? classification of the data test set, 
?? computation of the total cost. 

One iteration 
If there are features that have not been used: 

?? addition of one feature among the others, 
?? classification of the data test set, 
?? computation of the total cost. 

The feature that gives the minimal cost is added to the list 
of selected features. 

The algorithm iterates until all features are used. 

This method reduces the number of trials. Ifp is the total 
number of features, d the number of features initially 
selected, N is the total number of trials: 

N= (P-d) -------x(p-d+l) 
2 

The minimal cost value gives the best feature combi- 
nation for the criterion based on the cost matrix. To 
analyse all the N results more precisely, we have 
proposed a method, based on a visualization of an 
image with all costs. We will show later some advantages 
of this analysis. First of all, we place all results in a 
triangular table, where one side represents the number of 
features used and on the other side, the cost values are 
ordered. At each stage, for a selection of n features, a 
column contains p - n + 1 cost values of classifiers that 
are ordered. 

Example 
p = 8 total number of features 
d = 3 initial number of features 

Then, we perform a quantization of all cost values and 
attribute proportional grey levels to costs. The cost value 

cost 

Th 
wn: number of features used 

Figure 2 Ordered cost values 
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is represented like a third dimension and the visualiz- 
ation of the perspective of the cost image allows many 
interesting observations: 

the minimal value corresponds to the best feature 
selection, 
the profile of the first horizontal line corresponds to 
the best results at each stage of the algorithm, with an 
increasing number of features used from d to p, 
the study of the topology of this image can reveal more 
information such as the more robust areas with uni- 
form cost values or noisy areas with irregular cost 
values. 

A more precise analysis of the cost results allows us to 
choose a different clasdfication method from the one 
obtained by the automatic global criterion. For example, 
if the application needs a reduced number of features, 
due to real-time constraints, the cost image facilitates the 
choice of the selection for the classification method used. 

Application example 

For our application of identification of surface defects on 
pickled steel sheet, we have applied this method to the 
database of defect images that we have constructed. The 
image processing transforms images from the acquisition 
system into defect images. Then, features are computed 

Original image 
I 

I Maximum computation I 

I 
Binary image 

Figure 3 Principle of edge detection 

Edge detection 
+ 

Normalization 

on these segmented defects. We now describe the dif- 
ferent stages of image processing. 

image processing 

First of all, a geometrical correction is performed on 
images in order to redress the mean profile because the 
quantity of light caught by the camera depends on the 
angle of incidence. Then, an edge detection is applied on 
images. The operator chosen is the Prewitt filter, used in 
four directions with the following masks: 

(-P -P -I)(Ii i i) 
Masks : Ml M2 

/2 1 o\/ 0 1 21 

M3 M4 

Results are normalized and the maximum is determined 
at each point, and is then thresholded. Only the stronger 
edges are detected and stored in the image. 

Then, morphological filters clean the noise in the edge 
image. The first stage is an elimination of isolated points. 
After, we apply a morphological closing in order to 
connect the edges which are close enough. The edges are 
closed by this operation, which is a combination of a 
dilation and an erosion. We have used a square kernel. 
The edges are filled to obtain the regions of defects 
instead of edge lines. 

The image of defects is labelled with an algorithm which 
looks for connected components. Each defect corre- 
sponds to one object that is characterized by a vector of 
51 features. Different kinds of features are computed: 
geometrical features and features based on grey level 
distribution. 

During several weeks, the prototype of the defect 

Figure 4 Images during the segmentation process 
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detection system automatically stored about 3000 images 
that have produced an alarm. We have selected 400 
representative images with a uniform background which 
is the more usual texture, about 80% of the production. 

First of all, an expert in the domain identified each defect 
of the database and a defect list was established, with 
all the characteristics of each class of defects. Then, all 
the defect images were automatically segmented with 
the method that we described before. We labelled all the 
segmented defects and obtained a defect database. The 
sizes of the database for each class of defects are grouped 
in a table. This database is split into a learning set and a 
test set, in order to construct the classifier and evaluate 
its accuracies. 40% of defects are placed in the learning 
set and 60% in the test set. 

Each class number corresponds to a type of defect. 

Table 1 Size of the defect database for each 
class 

Bases Learning Test Total 
Classes 

Skin lamination 222 333 555 
Coil break 175 263 438 
Spot 43 61 108 
Shoe mark 66 101 167 
Fleck scale 6 11 17 
Fold 7 11 18 
Pinch mark 3 5 8 
Rinsing stain 85 129 214 

Total 607 918 1525 

Cost matrix construction 

For our application, the aim of the recognition system is 
process control. The cost matrix should take into 
account the severity of defects in priority. 

First stage 
A3 expert in the domain had grouped the eight defect 
classes (K = 8) in three families (f = 3) for three dif- 
ferent severities of misclassification: 

?? Family 1: defects that will certainly produce damage: 

class ‘Pinch mark’ 

?? Family 2: defects that could produce damage: 

class ‘Skin lamination’ and 
class ‘Fold 

?? Family 3: defects that are not dangerous for the 
production line: 

class ‘Coil break’, 
class ‘Spot’, 
class ‘Shoe mark’, 
class ‘Fleck scale’ and 
class ‘Rinsing stain’ 

Second stage 
The expert defined an ordered list between the different 
families. In this case we obtain A4 = 8. This list is given in 
the order matrix in Table 2, where the row index rep- 
resents the true family and the column index represents 
the recognized family. 

Table 2 Order matrix for inter-familv costs 

Families 1 2 3 

: 4 3 7 2 1 

3 5 6 8 

Family 1 contains only one class, so there is no possible 
confusion within this family (Orderl,I is empty). 

Third stage 
Then, the expert defined three groups (P = 3) in the 
order matrix in order to satisfy our initial objective (see 
Table 3): 

Table 3 Groups in the order matrix 

Ipamilisll] 

??Group 1: Orderi,j = 1,2,3 
??Group 2: Orderi,j = 4,5,6 
a Group 3: Orderi%j = 7,8. 

Fourth stage 
The size of the test set is Nt = 1525. We chose the initial 
cost Z = 1 and a = l/ 2 the ratio between two successive 
costs in a same group. The values of the cost matrix can 
be computed for each value of Orderi,j, for each family 
confusion as explained previously (Equation (4)). 

Table 4 Numerical cost matrix by family 

Family 1 2 3 

1 0 0.25 1 
2 1.56 x 1O-4 2.44 x 1 O-8 0.5 
3 7.81 x 1O-5 3.91 x 1o-5 1.22 x 1o-8 

Classification results 

The method proposed was tested on the database of our 
application with the following classification methods: 

?? Reilly, Cooper and Elbaum method[12] (RCE), 
?? K nearest neighbours method[‘31141 (KNN). 
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The RCE method is based on multilayer neural networks 
with an incremental architecture. A very simple initial 
network is progressively completed with new neurons 
during the learning stage. An iterative algorithm is 
applied until the stability of the network is obtained. 

The KNN method does not need a learning stage. The 
class of an unknown defect is directly obtained from the 
computation of the distance between this defect and each 
known defect in the database. Among the K nearest 
neighbours, the majority class is affected to the unknown 
defect. 

Those supervised methods need for input the feature 

Cost value 

I 

I Ordered 

7 

features used 

vectors and the true class of each defect in the learning 
database. 

We have defined the following values: 

?? the minimal cost that corresponds to a perfect classi- 
fication system: 

COSt,in = 0 (6) 
?? the maximal cost that corresponds to the worst 

classification system: 

i=f 
Costmax = C Ni X j$‘fFFr [COstijI 

i=l 
(7) 

where i represents the family, f is the total number of 
families, and Ni is the size of the test set for family i. 

We obtain Cost,,, = 177.04. 

?? the cost value for a random classification: 

We obtain Cost,d = 110.94. 

Those values can be used as a reference in order to 
Figure 5 Principle of the Xl cost representation evaluate the classifier. 

48 

Min=19.3 

8 

- 48 

. Min=15.3 

-8 

Figure 6 Representation of cost values with the methods of: (a) Reilly, Cooper and Elbaum; and (b) K nearest neighbours with k = 2 
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The total number of features of each defect is 51, for the 
two classification methods, three features were imposed 
at the starting point of the algorithm of features selec- 
tion. So, the number of classifiers built during the itera- 
tive process is 1176 for each classification method (see 
Equation (5)). These cost values are represented as a 3D 
image for the RCE and KNN methods in Figure 6, by 
using the principle described in Figure 5. 

The algorithm to find the best feature combination 
shows that the best classifier is obtained with 1.5 features 
for the method of Reilly, Cooper and Elbaum (a) for a 
cost of 19.3 and 84.3% well classified defects, and 22 
features for the K nearest neighbours method (b) for a 
minimal cost of 15.3 and 79.3% well classified defects. 
The comparison between these two methods is easier and 
more interesting with the images of the cost values. The 
representation of the KNN shows that the cost value 
decreases more rapidly than with the RCE. Moreover, 
cost values seem to be more stable around a number of 
10 features. On the two representations, the cost values 
are more chaotic with more than 30 features. 

We should choose the KNN classification method with 
10 features corresponding to a cost of 16. It seems to be 
the area where the robustness is the better because of the 
stability of cost values. We have tested and verified this 
robustness with different test sets. 

To evaluate the benefit of our method, we have calcu- 
lated the cost obtained with the classification giving 
the best rate of well classified defects. The cost value is 
30% higher than the cost value obtained with the cost 
optimization. 

Care should be taken about some conclusions concern- 
ing the performance between the different classification 
methods. In our application, the database has extremely 
varying class sizes and their statistical representativity is 
not good but corresponds to the true occurrence of the 
defects. The comparison is only valid in our application 
context and shows that the cost matrix optimization can 
be applied successfully on two different classification 
methods. 

Conclusions 

In this paper, we have developed an optimization method 
based on the writing of a cost matrix. This is used for a 
recognition system and allows an evaluation adapted to 

each application. We describe a method in order to write 
this cost matrix by taking into account the specificities of 
the application. The method has been applied to a real 
case of defect identification on flat steel products and the 
results obtained show a significant improvement in the 
performance of the identification system. 

Moreover, we propose a representation technique of 
the criterion measured during the optimization stage. 
This image should allow us to choose the best classifier 
and to appreciate its robustness. 

At the present time, we are working on the relationship 
between the representation and the real robustness. The 
results will be presented in future publications. 
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