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Intelligence Artificielle : de l’histoire ancienne…





AI wants to build powerful machines 
than can think / act intelligently

What is the most intelligent machine ?

Artificial intelligence



Powerful
Portable

Low cost in energy
Adaptative
Can learn

Small
Self-repair

etc





"Every aspect of learning or any other feature of intelligence 
can be so precisely described that a machine can be made to simulate it. » (Dartmouth Proposal, 

1956)

Artificial Intelligence



Artificial Neural Networks aka 
ANN
• McCulloch & Pitts, 1943 : MCP neuron model

Dendrites              Soma                Axon

MCP neuron k : 
Activation  A = x1 . wk1 + x2 . wk2 + x3 . wk3 + x4 . Wk4 – bk

Output Yk =	φ	(A) 

Transfer function : φ(x) = !1	if	x ≥ 0
O	if	x < 0 



For neuron k with n pre-synaptic inputs :  
y& = 	φ	(∑'()* x'w&'	 −	θ&) 

In code : 
 for i = 1 to n :

  sum = sum + xi * wki
 sum = sum - θ
 out = activation_function(sum)

Artificial Neural Networks aka 
ANN



Activation function



Artificial Neural Networks aka 
ANN



• Simple units 
• Parallel Distributed Processing
• Units in a network : « knowledge » can emerge
• « Knowledge » lies in the synaptic weights

• ANN need to be trained in most cases : supervised learning
• Training = weights adjustments
• Error  = difference between the network outputs and the desired 

outputs for a set of stimuli

Artificial Neural Networks aka 
ANN



wThe father of all ANN : The Perceptron

1957, Rosenblatt

Learning rule : 

wj(t+1) = wj(t) +η (d – y) x
with : 

• d : desired output
• y : network output
• η : learning rate

Function to 
learn : 

Lette
r

d :

X 1

T 0



X1  = [ 1 0 1 0 1 0 1 0 1 ]

X2  = [ 1 1 1 0 1 0 0 1 0 ]

W t=0 = [0 0 0 0 0 0 0 0 0 ]

η = 0.5

d Σ y d-y eta*(d-y) nouveaux poids

X 1 0 1 0 0 [0 0 0 0 0 0 0 0 0 ]

T 0 0 1 -1 -0.5 [-0.5 -0.5 -0.5 0 -0.5 0 0 -0.5 0 ]

X 1 -1.5 0 1 0.5 [0 -0.5 0 0 0 0 0.5 -0.5 0.5]

T 0 -1 0 0 0 [0 -0.5 0 0 0 0 0.5 -0.5 0.5]

X 1 1 1 0 0 [0 -0.5 0 0 0 0 0.5 -0.5 0.5]



wThe Perceptron complexified : MLPs

+ hidden layers to complexify decision regions
+ activation function : sigmoïd / tanh
+ backpropagation J

MLP = perceptron 



1 – From Layer 1 to Output layer : input is propagated
2 – Network output is computed
3 – Error is computed (from desired -output)
4 – Weights are updated from Output Layer to previous layers, 
Error is distributed backwards according to which weights contributed the 
most to this error, then to the error in the next layers etc until Layer 1

wBackpropagation simplified

1

2 & 3

4



• « Brain » / « Cognition » inspired

•  MLP with many layers + modified architecture

•  Hierarchical representation of information through the layers  
    (see visual cortex for example)

•  Modified neurons (eg. : ReLU units)

•  Less weights, more learning !

• Krizhevsky et al. (2012): won the ImageNet challenge with AlexNet, similar to 
LeNet (LeCun 1998)

Deep Learning 



wComputer and images

Image of dimension N*M   tensor of N * M * 3 integers between 0 and 255 
           (for 8-bits RGB images)

What we see What computers see



wConvolutional Neural Networks aka CNN

LeNet-5



Convolution Layer

« receptive field » 







Convolution Layer : the feature detector
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Pooling Layer

• Downsampling the feature maps by associating with a 
smaller filter a single value 

 (eg : max-pooling with 2*2 filter)

• Saves computation time, reduces dimensions, but preserves 
critical features



Convolution Layer + Maxpool layer
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• End of CNN : one or more fully connected layers

• Performs classification based on the features extracted by the 
convolutions.

• Outputs a probability value from 0 to 1 for each of the 
classification labels the CNN is trying to predict 

• One output neuron / category to include

Fully connected layers



ConvNets for image recognition
CNN builds up more and more abstract 

representations of the image
Output : probability of 

each category 





Source : https://www.youtube.com/watch?v=h08N0HX16l8 , GrahamML

Démo : détection d’objets, YOLOv4

https://www.youtube.com/watch?v=h08N0HX16l8


Démo : Quickdraw (AI Experiments, 
Google)
https://quickdraw.withgoogle.com/



Demo : ChatGPT



Identifier son interlocuteur

https://www.visagetechnologies.com/HTML5/latest/Samples/ShowcaseDemo/ShowcaseDemo.html



• GAFAM : 
   DeepMind, AlphaGo, Google Car, Cortana, Siri, Watson etc

• Image recognition, automatic labelling, voice recognition, buying 
recommandations, automatic translation, art creation, fraud 
detection, spam filtering, customer profiling, personalization of 
contents, facial identification, emotion recognition, video creation, 
chatbots, game playing, natural language processing, etc …

Deep Learning for AI



• DL is a great tool for image recognition and classification

• All medical diagnostics that are based on medical images and that 
require image classification / object detection can benefit from DL :

• Dermatology
• Radiology
• Ophtalmology
• Pathology…

• DL can help physicians to detect relevant areas in images
• DL can help to predict the outcomes
• DL can offer a second opinion
• DL can be « the physician’s third eye » (a well-trained eye)

Deep Learning for … medical applications?





• Old story, beginning with Expert Systems - GOFAI

• Problem : can we make « experience » explicit ?

• Can we replace humans with machines in the medical domain?

• Can we make patients accept a machine’s opinion ?

• What if there is no agreement ? 

AI in Health : long story, many questions



Champs d’application du DL en médecine





Le deep learning dans la pratique :
transcription de consultations
résumé de dossiers médicaux
assistance aux tâches médico-administratives et cliniques
génération de contenus pédagogiques destinés à la formation.

   Mais aussi … : 
analyse d'images médicales
aide au diagnostic 
découverte de molécules pour médicaments
personnalisation des traitements
aiguillage aux urgences

etc etc



1 – DL and clinical images



With MRI images, a CNN network 
can do these things :

• Tissue/anatomy/lesion/tumor segmentation à 1
• Image (re)construction/enhancement  à 2
• Disorder classification (eg. AD, MCI, Schizophrenia) à 3
• Lesion/tumor detection and classification 
• Survival/disease activity/development prediction 
• Other 



All image-based tasks can benefit from DL

From images, DL can help to : 
• Identifying moles vs melanomas
• Diabetic retinopathy
• Cardiovascular risks
• Breast lesion detection in mammograms
• Flagging large artery occlusions
• Predicting survival probabilities 
• Combining imaging modalities



What DL can do : 

Mammographic mass classification, 
Segmenting brain lesions
Detecting leaks in airway tree, 
Classifying diabetic retinopathy
Segmenting prostate, 
Classifying nodules
Detecting breast cancer metastases 
in lymph nodes
Classifying skin lesions, 
Suppressing bones in chest X-Rays



How does it works ?



1.1- DL for segmenting medical images

• Segmenting from patches of images + context

• Segmenting = classifying « in » vs « out »

• Class balance is skewed severely towards « out » class in a 
training setting. 

• Segmenting organs, lesions, surgical objects (stents)



Segmenting the pancreas

• Ex. : pancreas segmentation with CNN from CT scans
• Pancreas has a very high anatomical variability : challenging 



Segmenting the brain



Inside the CNNs…



30  - 40 weeks PMA   aging   young



Inside a sulcus of a 30 weeks PMA brain



Left ventricle segmentation - cardiovascular diseases



1.2- Image registration : example of fMRI



1.3 - DL for classifying medical images

• Predict the category of an image

• Classify images (group similar images)

• Ex. : cancer, melanoma, AD, depression, schizophrenia etc

• From images (anat and functional) + other data



Skin cancer







Transfer learning
• Application of a process 

suited for one specific task 
to a different problem
• DL model trained to 

recognize every day color 
images, such as animals

• Same model used to 
classify radiographs. 

• All images share similar 
features such as edges and 
blobs
• The model has learnt to 

« see »
• Better than random 

initialization
• Re-learning on small 

medical databases







Signal Detection Theory

• Accuracy (ACC) = (TP + TN)/(TP + TN + FP + FN)

• Sensitivity (SEN) = TP/(TP + FN)

• Specificity (SPEC) = TN/(TN + FP)



ROC Curves : sensitivity / specificity



Retina



Classifying laserendomicroscopy 
images of the oral cavity for cancer 
(Oral Squamous Cell Carcinoma (OSCC) 





• Patches    images

• N = normal, C = cancer



Classifying Mammogram Exams Containing 
Unregistered Multi-view Images and 
Segmentation Maps of Lesions



AD / MCI classification

• When and which MCI patients will develop AD ?
• Identify different progression stages of AD patients 

based on MRI and PET scans.
• MRI scans of 2146 subjects (803 for training and 1343 

for validation) to predict MCI subjects’ progression to 
AD dementia
• Databases : 
• ADNI (http://adni.loni.usc.edu) : MRI scans of 1711 subjects 
• AIBL (www.aibl.csiro.au) : 435 subjects.

http://adni.loni.usc.edu/
http://www.aibl.csiro.au/


A Robust Deep Model for Improved 
Classification of AD/MCI Patients

Minimum Mental State 
Examination 

Alzheimer’s Disease 
Assessment Scale-Cognitive 
subscale

LEARNING : 

• ADNI data set: 
• 51 AD patients, 
• 99 MCI patients 
• (43 MCI patients who converted

to AD and 56 MCI patients who
did not progress to AD 

• 52 healthy normal controls



Results : accuracy of classification

AD patients vs Healthy Control subjects (AD vs HC),
MCI patients vs HC (MCI vs HC), 
AD patients vs MCI patients (AD vs MCI) 
MCI-converted vs MCI-non converted (MCI.C vs MCI.NC).



2 – DL and biosignals



• Brain Computer Interface







BrainGate : Kathy Hutchinson





3 – Electronic health records and DL

• CBR , Content-Based Retrieval : technique for knowledge 
discovery in massive databases (« Big Data »)

• Generating reports from images

• Finding similar cases in previous records

• COVID + connected watches



• EHR are growing
• 10 million patients over a decade
• A single hospitalisation = 150000 pieces of data

• Then : understand questions in natural language such as : 
what is this patient’s problem list ?

• Help to transcript patient visits (automatic speech 
recognition)





4 – Other applications

• Predict 3D structure of proteins from aminoacids : 
AlphaFold
• understanding diseases
• designing drugs
• developing personalized medicine.



Deep learning: new computational 
modelling techniques for genomics

• As a data-driven science, genomics can use machine learning to 
capture dependencies in data and derive novel hypotheses. 

• The ability to extract new insights from the exponentially growing 
volume of data requires more expressive machine learning 
models. 

• DL : used for, for example, predicting the impact of genetic 
variation on gene regulatory mechanisms such as DNA 
accessibility and splicing.





Some crucial points

• quality and size of the dataset : 
• unavailability of dataset
• Annotations take time and agreement between experts
• rare diseases are underrepresented in the data sets.

• Privacy and Legal Issue
• share the medical data ?
• Anonymisation, but stil…

• Data Interoperability and Data Standards
• nature of data differ from hardware to hardware 
• combine several dif-ferent datasets for better algorithms learning 

and accuracy. I
• Health data should be standardized and shared between providers

• Black Box and Deep Learning



Findings In a randomized clinical trial including 50 physicians, the use of an LLM did not 
significantly enhance diagnostic reasoning performance compared with the availability of only 
conventional resources.

Meaning In this study, the use of an LLM did not necessarily enhance diagnostic reasoning of 
physicians beyond conventional resources; further development is needed to effectively 
integrate LLMs into clinical practice.














