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a b s t r a c t

This paper presents a robust and blind watermarking algorithm for three-dimensional (3D) meshes. The

watermarking primitive is an intrinsic 3D shape descriptor: the analytic and continuous geometric

volume moment. During watermark embedding, the input mesh is first normalized to a canonical and

robust spatial pose by using its global volume moments. Then, the normalized mesh is decomposed into

patches and the watermark is embedded through a modified scalar Costa quantization of the zero-order

volume moments of some selected candidate patches. Experimental results and comparisons with the

state of the art demonstrate the effectiveness of the proposed approach.

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Recent advances in 3D acquisition technologies, 3D graphics
rendering and geometric modeling have boosted the creation of
3D model archives in many applications such as medical imaging,
scientific simulation, cultural heritage, digital entertainment and
computer-aided design. Moreover, with the development of 3D
graphic hardware, high-capacity mobile devices and with the
technological advances in telecommunication, 3D models are now
commonly manipulated, visualized and transmitted over the
Internet and the intranets. Unfortunately, like digital images and
audio/video clips, 3D graphic models can be easily duplicated and
redistributed without any loss of quality by a pirate. This illegal
behavior infringes the copyright of graphic model owners and can
also do harm to the whole underlying commercial chain. There-
fore, under this background, there now exists a critical demand on
the intellectual property protection of 3D models, mostly
represented as polygonal meshes [1]. Digital watermarking [2,3]
is considered as an efficient solution to solve this emerging
problem.

The basic idea of the digital watermarking technique is to hide
a piece of secret information, i.e. the watermark, within the
functional part of a multimedia content (often called cover
ll rights reserved.
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content in watermarking terminology). According to the aimed
application, we distinguish between the robust watermark used
for intellectual property protection and the fragile watermark
used for content authentication. A robust watermark has to be as
resistant as possible against various attacks on the watermarked
content, while keeping itself imperceptible. A fragile watermark is
intentionally designed to be vulnerable to certain non-tolerable
operations, and its extraction failure indicates the existence of
such operations on the watermarked content. According to
whether the original cover content is required or not at the
watermark extraction stage, watermarking algorithms can also be
classified as non-blind schemes or blind schemes. Blind schemes are
preferred in real-world applications, since in many cases the original
content cannot or even should not be present at the extraction stage,
often due to efficiency and security issues. For example, in the copy
control examination application, it is inappropriate to make the
original copy available in the control device that is probably in the
hand of a malicious client.

This paper focuses on the robust and blind watermarking of 3D
meshes. Our main objective is to achieve a better robustness
against the intractable connectivity attacks for blind mesh water-
marks. Different from geometry attacks that only modify the
coordinates of the mesh vertices (e.g. noise addition, smoothing and
vertex coordinate quantization), connectivity attacks (e.g. surface
simplification and remeshing) can completely change the posi-
tions and adjacency relationships of the mesh vertices while
well preserving the global shape of the watermarked model.
According to the surveys of Rondao-Alface and Macq [4] and of
Wang et al. [5], connectivity attacks can actually defeat most
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of the existing blind mesh watermarking schemes. Another
difficult attack is the 3D object representation conversion (e.g.
from mesh to voxels): the mesh model itself no longer exists after
such a conversion. All the aforementioned attacks are rather
common operations in many mesh applications and may also be
conducted by a pirate who attempts to remove the watermark.
When performing these operations, normally the user also tries to
preserve the basic shape (i.e. the visual appearance) of the model.
Indeed, a too much distorted object does not present too much
interest to the user and the application. Following this idea, we
believe that a valuable robust mesh watermarking method has to
be linked to the basic 3D shape that is behind the mesh, but not
to the mesh itself. Hence, we have chosen an intrinsic 3D shape
descriptor, i.e. the geometric volume moment, as the watermarking
primitive in which we embed the watermark bits. This descriptor
is of continuous nature and depends only on the 3D analytic shape
represented by the mesh; therefore, it should be robust against
geometry, connectivity and representation conversion attacks
providing that they do not seriously modify the shape of the
watermarked model. In our method, a robust and blind water-
mark is embedded in the cover mesh by slightly modifying these
geometric moments through a quantization-based technique.

Another critical issue for blind mesh watermarking is the
so-called causality problem, which means that the posteriorly
inserted watermark bits disturb the correctness and/or the
synchronization of the previously inserted ones. For instance, in
[6], the author first establishes an order for the watermarking
candidate vertices according to a geometric criterion, and then
modifies another correlated geometric quantity to insert water-
mark bits. The original vertex order may be altered after the bit
insertion, and it is necessary to introduce a post-processing step
so as to recover this order. In our method presented later in this
paper, a geometric compensation process is performed after
watermark embedding, which recovers some important features
of the cover mesh and thus clearly resolves the causality problem
encountered by our algorithm. Finally, the watermark impercept-

ibility has also to be carefully taken into account. It has been
shown that watermark embedding in the mesh low-frequency
components can be both more robust and more imperceptible
[7,8]. We have followed this principle when devising our method.

Hence, we present here a new robust and blind mesh
watermarking algorithm that is based on the mesh’s continuous
and analytic volume moments. The most important feature of the
proposed method is its strong robustness against the intractable
connectivity attacks. The remainder of this paper is organized as
follows: Section 2 briefly reviews the related work; Section 3
provides an overview of the proposed method; Sections 4 and 5
detail the watermark embedding and extraction procedures;
Section 6 presents some experimental results, including compar-
isons with some state-of-the-art schemes obtained by using a
recently developed benchmarking system; finally, Section 7
concludes the paper and proposes several future working
directions.
2. Related work

Relatively few robust and blind watermarking algorithms have
been proposed for 3D meshes. As pointed out in [5], this situation
is mainly due to two difficulties: (1) the intrinsic irregular
sampling nature of 3D meshes, and (2) the existence of a large
number of intractable attacks on the watermarked model.

In the literature of 3D mesh watermarking, the blindness
has been achieved in several spatial-domain-based algorithms
[6,9–12]. These schemes has a certain level of robustness against
common geometry attacks and even cropping, but are in general
fragile to connectivity attacks because the used geometric water-
marking primitives may disappear or be seriously disturbed after
such attacks. On the contrary, some transform-domain-based

algorithms [13–16] are robust but non-blind. The used transfor-
mation tools are sensitive to connectivity changes; hence, a
resampling preprocessing step is needed at extraction, so as to
recover the original connectivity configuration or to fix the cut
part after a cropping attack. This step ensures a sufficient level of
robustness but unavoidably makes the scheme non-blind. There
exist several blind algorithms in transformed domains [17–21];
however, they are not that robust against connectivity attacks and
some of them also have applicability restrictions.

Several blind and robust algorithms have been nevertheless
proposed. In order to achieve the robustness to connectivity
attacks, these methods use statistical mesh shape descriptors as
watermarking primitives, such as the average normal direction of
the facets in a patch [22], the histogram of the vertex coordinate
prediction errors [23], or the histogram of the vertex norms [24].
These algorithms are either blind [23,24] or semi-blind [22] and
achieve relatively good robustness due to the intrinsic stability of
the shape descriptor primitives. The methods of Cho et al. [24]
may have been the most robust blind algorithms proposed so far.
The authors first construct the histogram of the distances
between vertices and mesh center, and then divide this histogram
in bins associated with different ranges of the vertex-center
distance. Afterwards, they make the hypothesis of a uniform
histogram distribution in the obtained bins. One bit is embedded
in each bin by slightly modifying the mean value (or the variance)
of the distribution in the bin. In despite of the strong robustness
against most of the common attacks, it seems that their schemes
have two drawbacks: first, they tend to introduce visible ring-like
distortions on watermarked models; second, the mesh center
is simply calculated as the average of all the vertices in the model,
which is not very stable under spatially non-uniform (i.e. aniso-
tropic) simplification and resampling attacks.
3. Overview of the proposed method

As mentioned in Section 1, we make the assumption that a
good mesh watermarking primitive has to be intrinsically linked
to the 3D shape represented by the mesh. In this sense, the
analytic and continuous volume moment [25–27] seems promis-
ing to become an effective primitive. The local (resp. global) mesh
volume moment of a certain order (p,q,r) is actually the
(continuous) volume integration of the function f ðx,y,zÞ ¼ xpyqzr

within part (resp. entire) of the mesh model, and its value is very
stable under various common attacks (details and proofs will be
presented in the subsequent sections). Our objective here is to
embed in the moments of a 3D mesh a sequence of bits, i.e. a
multi-bit watermark. However, two difficulties arise: first, for a
given mesh, its global moments of different orders are correlated,
therefore it is complicated to modulate these moments simulta-
neously and independently (so as to embed in them the individual
bits of the watermark sequence); second, the volume moment
transformation is not reversible, thus it is difficult to modify the
moment to a certain target value in an easy and straightforward
way. The first point forced us to decompose the mesh into several
patches and insert one bit into each patch. For the second point,
an efficient iterative patch deformation algorithm has been
devised. This algorithm ensures that the patches rapidly reach
their wanted moment values while not introducing noticeable
distortions.

Fig. 1(a) illustrates the bloc diagram of our watermark
embedding procedure. The cover mesh is first normalized to a
canonical pose by using its global volume moments. Then, the



Fig. 1. Block diagrams of (a) the watermark embedding and (b) the watermark extraction procedures.
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mesh vertex coordinates are transformed from the Cartesian
system (x,y,z) to the cylindrical system ðh,r,yÞ. Afterwards, the
normalized mesh is decomposed into patches by discretizing its h

and y domains in the cylindrical system. For several selected
patches (the so-called cover patches), we calculate their zero-
order volume moments and quantize them so as to embed one bit
per patch. The moment quantization scheme is a modified version
of the widely used scalar Costa scheme (SCS) [28]. Similar to the
original SCS, a secret key K is used in our modified scheme to
construct the pseudo-random quantization codebooks for the
patch moments. Note that in order to ensure a precise patch
moment calculation, we need to insert some auxiliary vertices
and edges on the patch borders; these auxiliary elements can be
easily removed after the watermark embedding. The patch
moment modification is realized by using an iterative deforma-
tion process. The induced deformation is also modulated by a
smooth mask so as to keep it imperceptible to the human visual
system. The third difficulty, namely the causality problem, occurs
at this stage, since after the deformation of the cover patches, the
mesh global volume moments are probably altered so that we
cannot achieve the same normalized mesh pose at extraction in a
blind way. A moment compensation post-processing is intro-
duced to resolve this problem.

Fig. 1(b) illustrates the bloc diagram of our bind watermark
extraction procedure that consists of three main steps: mesh
normalization, patch decomposition, and bit extraction from the
cover patches. Sections 4 and 5 will elaborate on the technical details
of the proposed watermark embedding and extraction algorithms.
4. Watermark embedding

4.1. Preliminaries on volume moments

Before presenting the different steps of the watermark
embedding procedure, it would be necessary to briefly introduce
the concept and calculation of the volume moment. For a closed
3D surface S, its geometric volume moments (of different orders)
are defined as follows:

mpqr ¼

Z Z Z
xpyqzrrðx,y,zÞdx dy dz, ð1Þ

where p,q,r are the orders, and rðx,y,zÞ is the volume indicator
function (it is equal to 1 if (x,y,z) is inside S; otherwise it is equal to
0). The volume moment of order p,q,r is actually the (continuous)
volume integration of the function f ðx,y,zÞ ¼ xpyqzr inside the closed
surface S. For an orientable 3D mesh, Zhang and Chen [25] and
Tuzikov et al. [26,27] derived independently the explicit expression
for this integration. The basic idea is to calculate it as a sum of signed
integrations over several elementary volumes. For a triangular mesh,
the elementary volume is the tetrahedron constituted of a triangle
facet fi and the coordinate system origin O. The contribution sign for
each tetrahedron is determined according to the orientation of fi and
the relative position between fi and O. Note that if the facets are
correctly oriented (i.e. the normals of the facets all point to the
outside of the closed surface), then the zero-order moment m000 is
the volume of the closed surface. Some of the low-order elementary
moment integration expressions mðfiÞ

pqr are listed in the following
as Eqs. (2)–(5), where fi ¼ fvi1,vi2,vi3g ¼ fðxi1,yi1,zi1Þ,ðxi2,yi2,zi2Þ,
ðxi3,yi3,zi3Þg. A more complete list of the elementary moment
calculation expressions can be found in the papers of Tuzikov
et al. [26,27]:

mðfiÞ

000 ¼
1

6
jxi1yi2zi3�xi1yi3zi2�yi1xi2zi3þyi1xi3zi2þzi1xi2yi3�zi1xi3yi2j,

ð2Þ

mðfiÞ

100 ¼
mðfiÞ

000

4
ðxi1þxi2þxi3Þ, ð3Þ

mðfiÞ

200 ¼
mðfiÞ

000

10
ðx2

i1þx2
i2þx2

i3þxi1xi2þxi1xi3þxi2xi3Þ, ð4Þ

mðfiÞ

110 ¼
mðfiÞ

000

10

�
xi1yi1þxi2yi2þxi3yi3

þ
xi1yi2þxi1yi3þxi2yi1þxi2yi3þxi3yi1þxi3yi2

2

�
: ð5Þ
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With the above calculation, geometric volume moments can be
easily generalized to non-closed orientable surfaces (e.g. a mesh
patch). The calculation consists in first adding fictional facets by
connecting the boundary vertices and the coordinate system
origin, and then calculating the moments of the obtained closed
surface. Volume moments are very robust geometric features and
have been used in mesh self-registration and 3D shape retrieval
[25]. In the proposed method, we will use the global volume
moments for mesh normalization and the local volume moments
as watermarking primitives.

4.2. Mesh normalization

Mesh normalization is used as a preprocessing step by both the
watermark embedding and the watermark extraction algorithms,
and consists of three sequential operations:
1.
Tabl
Robu

Att

0.5

7-b

90

0.5

50
translation of the mesh so that its center coincides with the
origin of the objective Cartesian coordinate system;
2.
 uniform scaling of the mesh so that it is bounded within a
unit sphere; and
3.
 rotation of the mesh so that its three principal axes coincide
with the axes of the Cartesian coordinate system.
The mesh center coordinates are calculated as the following
moment ratios:

C ¼ ðxc ,yc ,zcÞ ¼
m100

m000
,
m010

m000
,
m001

m000

� �
: ð6Þ

The principal axes of the mesh are obtained as the ordered
eigenvectors (according to their associated eigenvalues) of the
following matrix:

M¼

m200 m110 m101

m110 m020 m011

m101 m011 m002

2
64

3
75: ð7Þ

In our implementation, the most significant principal axis is
aligned with the axis Z, the second significant axis with the axis Y,
and the least significant axis with the axis X. In order to resolve
the axis alignment ambiguity problem, besides the compliance to
the right-hand rule of the three principle axes, we need to impose
other geometric constraints (e.g. the global moments m300 and
m030 of the rotated mesh should be positive, as proposed in [25]).
In this way, we ensure that the obtained aligned object is unique
and consistent. Note that the volume moments m100, m010, m001,
m110, m101 and m011 of the normalized mesh are all equal to zero.

The above normalization relies on the analytic volume
moments and therefore is processed in a continuous space. So
far, in most existing watermarking methods, the mesh normal-
ization step depends entirely on the vertex coordinates, while
completely discarding the mesh connectivity information
[23,24,29]. This kind of ‘‘discrete’’ moment is not very robust,
especially against anisotropic connectivity attacks. Recently,
Rondao-Alface et al. [30] have calculated the mesh center as the
e 1
stness comparison of the different mesh normalizations on the Venus model und

ack Discrete moments

VJCJ MVPA (deg)

0% noise 1.1�10�6 0.003

it quantization 1.6�10�5 0.01

% simplification 3.3�10�3 3.32

0% anisotropic noise 8.0�10�6 0.01

% anisotropic simplification 4.0�10�1 82.53
weighted average position of the mesh vertices, which is somewhat
equivalent to the calculation based on the mesh surface moments
[27]. Table 1 compares the robustness of the mesh normalizations
based on discrete, surface and volume moments, in terms of the
center norm variation VJCJ and the maximum principal axis
variation MVPA (in degree). The experiments were carried out on
the Venus mesh (100 759 vertices) that is illustrated in Fig. 1. The
conducted attacks in the experiments are deemed to have very
strong amplitudes in the context of mesh watermarking (cf. Fig. 9,
the visual effects of such attacks can be easily perceived). From
Table 1, it can be observed that the mesh normalization based on
volume moments has the best overall performance, especially
under anisotropic noise addition and simplification.

4.3. Decomposing the mesh into patches

The mesh is then decomposed into patches so as to insert one
bit per patch. After the above normalization step, each vertex
vk ¼ ðxk,yk,zkÞ is converted into cylindrical coordinate system as

vk ¼ ðhk,rk,ykÞ ¼ ðzk,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

kþy2
k

q
,tan�1ðyk=xkÞÞ. The patch decomposi-

tion is carried out in the obtained cylindrical system, and is
simply a uniform discretization of the h and y domains of the
mesh object into Ih and Iy intervals with two steps hstep and ystep.

Each vertex is associated to its proper patch by calculating
its discretized indices indðhkÞAf0,1, . . . ,Ih�1g and indðykÞAf0,1,
. . . ,Iy�1g; however, some facets may cover several different patches.
These facets have to be split into a number of smaller ones, each of
which completely lies in a single patch. This facet split process is
necessary to ensure a precise patch moment calculation, which is
critical to the watermark robustness. The task is accomplished by
automatically adding auxiliary vertices and edges on the patch
borders (cf. Fig. 2). The whole decomposition process can be
considered as a segmentation of the mesh by intersecting some
3D planes with the mesh surface in a continuous space. The mesh is
now decomposed into Ih � Iy patches that are denoted by
Pj,jAf0,1, . . . ,Ih:Iy�1g. These patches are ordered according to their
spatial locations, and the patch index is determined as
j¼ indðhkÞ:Iyþ indðykÞ, where ind(hk) and indðykÞ are the discretized
indices of any belonging vertex in the interior of the patch.

Ih and Iy are two important parameters of our algorithm: if we
increase the patch number, the watermark payload (i.e. the
number of embedded bits) is increased, but it will experimentally
introduce higher-amplitude patch deformation if a comparable
robustness level is required, and visible distortions are prone to
occur. The explanation is as follows: when the mesh is decom-
posed into a high number of patches (imagine the extreme case
where each patch contains just one vertex), the final deformation
will become of high frequency, which is more visible and less
robust. The setting of Ih ¼ 11 and Iy ¼ 8 seems to achieve a good
trade-off between watermark payload, robustness and impercept-
ibility for most meshes. An adaptable setting of these two
parameters according to the individual mesh shape constitutes
one part of our future work.
er various strong-amplitude attacks.

Surface moments Volume moments

VJCJ MVPA (deg) VJCJ MVPA (deg)

6.4�10�4 0.23 3.7�10�5 0.01

3.0�10�3 1.07 2.7�10�5 0.05

4.0�10�4 0.05 1.2�10�4 0.03

4.4�10�2 5.70 2.4�10�5 0.01

2.3�10�3 0.18 5.5�10�4 0.05



Fig. 2. (a), (b) and (d) illustrate three close-ups of a Venus head mesh that is decomposed into Ih � Iy ¼ 11� 8¼ 88 patches; the original connectivity of (d) is shown in (c).
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The combination ‘‘mesh normalization + cylindrical discretiza-
tion’’ constitutes a simple but effective mesh decomposition process.
First, it can reproduce exactly the same decomposition at extraction
in a blind way, with an intrinsic patch order. Besides, this
decomposition depends only on the center and the principal axes
of the object and is very robust. In order to verify this robustness, we
have analyzed the stability of the zero-order volume moments of the
generated patches under various attacks, including those that are
spatially non-uniform. Fig. 3 presents the results on the Horse model
(112 642 vertices) that is illustrated in Fig. 6(b). It can be seen that
the patch moment values are highly stable under the tested strong-
amplitude attacks, which also demonstrates the potential interest of
using these local moments as watermarking primitives. One
limitation of the proposed patching method is that it is not robust
against strong local deformation and cropping, which are actually
very difficult to handle for blind mesh watermarking schemes. These
attacks cause serious de-synchronization problems (i.e. the generated
patches in which watermark bits are embedded are not consistent)
due to the severe deviation of the mesh normalization result.
4.4. Patch classification and watermark synchronization

The obtained patches are classified into three groups:
1.
 cover patches used for watermark bit embedding;

2.
 discarded patches that are not suitable to be deformed; and

3.
 compensation patches used for global moment compensation

after watermark bit embedding.

The discarded patches will not be used for watermark bit
embedding nor for moment compensation. They are actually some
small patches with either a very low zero-order volume moment
amplitude, or a very small h or y domain range. It is in practice very
difficult to deform these singular patches equally strongly as the
other patches, and their volume moments are not that robust
compared to the other ones; therefore they are discarded and will
not be deformed in our watermark embedding algorithm. Three
empirical thresholds m000 ¼ 0:0005 for zero-order volume moment
amplitude, hr ¼ 0:35� hstep for h domain range, and yr ¼ 0:35� ystep

for y domain range are established to filter out these patches.
The compensation patches serve to be deformed after the
watermark bit embedding in the cover patches, with the objective
to recover the mesh center position and principal axis orientations.
This mesh canonical pose recovery is necessary to prevent the
causality problem and thus is critical to the correctness of the
watermark embedding. The patches with larger moment amplitudes
are favorable for this task since they allow a larger moment variation
while keeping the deformation imperceptible. The 12 patches with
the largest m000 amplitudes are kept from the watermark bit
embedding and considered as compensation patches. They are
hereafter denoted by Pc

l ,lAf0,1, . . . ,11g. A compensation patch with
a smaller index in this sequence has a larger m000 amplitude.

All the other N patches are cover patches and are denoted by
Pw

n ,nAf0,1, . . . ,N�1g. A cover patch with a smaller index in this
sequence also has a smaller index in the global indexing
Pj,jAf0,1, . . . ,Ih:Iy�1g. This cover patch order is used for the
watermark synchronization: watermark bits are sequentially
embedded in or extracted from these ordered cover patches.

The above patch classification may induce watermark
de-synchronization problem. For instance, after the watermark
embedding or an attack, a compensation patch may become a cover
patch if its m000 amplitude decreases. In order to prevent this
problem, we take out some special measures for the potentially
sensitive patches with regard to the patch classification. For example,
the m000 amplitude of the compensation patch Pc

11 is constrained to
be increased during the moment compensation. These measures
preserve and enhance the original patch classification, and in
consequence can effectively prevent the watermark de-synchroniza-
tion from happening, even under strong attacks. In order to further
reinforce the system’s robustness against this problem, at the
extraction side the algorithm is designed to realize several different
bit extractions (normally less than 4 even under strong attacks) by
classifying the suspicious patch(es) into different possible groups.
The de-synchronization problem would be resolved by transmitting
an additional sequence of Ih � Iy bits to the extraction side so as to
explicitly indicate the locations of the cover patches; however,
strictly speaking, this solution would make the algorithm semi-blind.

4.5. Patch moment quantization

After patch decomposition and classification, the next step is
the watermark bit embedding. We have chosen the cover patches’
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Fig. 3. Stability of the patches’ zero-order moment values of the watermarked

Horse model under various strong-amplitude attacks: (a) the different patch

moment curves almost coincide and (b) the corresponding patch moment

deviations are very small.
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zero-order volume moments as the watermarking primitives, which
are actually very robust local shape features (cf. Fig. 3). The n-th
watermark bit wnAf0,1g is inserted by quantizing the zero-order
moment of the n-th cover patch that is denoted by m

ðPw
n Þ

000 . The
proposed quantization scheme is a modified version of the
conventional scalar Costa scheme (SCS) [28], which is a practical
and suboptimal implementation of the ideal Costa scheme [31] and
has been widely used in image, audio and video watermarking due
to its easy implementation and its high flexibility between different
metrics such as robustness, imperceptibility and payload.

In the following, we will present the details of our moment
quantization method. First, for each m

ðPw
n Þ

000 ,nAf1,2, . . . ,N�1g that is
to be watermarked, a structured pseudo-random codebook is
established as follows:

U
m
ðPw

n Þ

000
,tðP

w
n Þ
¼
[1

a ¼ 0

u¼ z:DðP
w
n Þ þa

DðP
w
n Þ

2
þtðP

w
n ÞDðP

w
n Þ

( )
, ð8Þ

where DðP
w
n Þ is the quantization step, zAZ is an integer, aAf0,1g is

the watermark bit from the codeword u, and tðP
w
n ÞDðP

w
n Þ is an
additive pseudo-random dither signal. In our implementation, the
pseudo-random numbers tðP

w
n Þ,nAf1,2, . . . ,N�1g constitute a

simulation sequence of a random variable uniformly distributed
in ½� 1

2 , 1
2�, and they are generated by using a secret key K. Note

that the codewords in U
m
ðPw

n
Þ

000
,tðP

w
n Þ

represent bits of 0 and 1 in a

uniform and interleaved manner.
Unlike in the conventional SCS, the quantization step DðP

w
n Þ in

our method is no longer fixed for all the watermarking primitives,
but is variant for the moment of each individual cover patch. A
fixed step has been experimentally proven inappropriate for the
patch moment quantization. Indeed, different patches can tolerate
very different moment variations with respect to the watermark
imperceptibility; meanwhile, a same attack also induces quite
different moment variations on the patches of different sizes.
Therefore, in order to ensure a roughly comparable watermarking
performance (mainly in terms of imperceptibility and robustness)
for each cover patch, it is better to use variant and ‘‘adaptive’’
moment quantization steps for individual patches. We propose
the following derivation of the component-wise steps DðP

w
n Þ,

nAf1,2, . . . ,N�1g:

DðP
w
n Þ ¼

Dpre: mðP̂
w
n�1Þ

000

. mðP̂
w
n�1Þ

000

m
ðPw

n Þ

000

2
666

3
777

������
������ if

mðP̂
w
n�1Þ

000

m
ðPw

n Þ

000

������
������Z1,

Dpre: mðP̂
w
n�1Þ

000 :
m
ðPw

n Þ

000

mðP̂
w
n�1Þ

000

6664
7775

������
������ if

mðP̂
w
n�1Þ

000

m
ðPw

n Þ

000

������
������o1,

8>>>>>>><
>>>>>>>:

ð9Þ

where mðP̂
w
n�1Þ

000 is the watermarked moment value of the patch Pw
n�1

with m
ðP̂w

0
Þ

000 ¼m
ðPw

0 Þ

000 (hence, the first cover patch Pw
0 is utilized as an

anchor patch and is not watermarked; accordingly, a total number
of (N�1) bits can be embedded in the N cover patches of the
mesh); and Dpre is given by

Dpre ¼
0:04 if jm

ðPw
n Þ

000 j40:01,

0:07 if m000o jm
ðPw

n Þ

000 jr0:01:

8<
: ð10Þ

It can be inferred that the quantization step DðP
w
n Þ calculated by

using Eq. (9) is approximately proportional to the patch moment
amplitude jm

ðPw
n Þ

000 j. In consequence, normally, the patches with
larger moment amplitudes can adaptively have larger moment
variations. This is quite reasonable because we can easily prove
that a same additive vertex coordinates modification induces
larger moment variation on a patch with a larger moment
amplitude. There are different Dpre values for the patches with
moderate moment amplitudes and those with large amplitudes
(cf. Eq. (10)). This distinction helps to further balance the induced
distortions on these different patches and is also theoretically
reasonable (cf. Appendix A). Although a more sophisticated
derivation of Dpre may be possible, the empirical setting as given
by Eq. (10) has already worked well enough in practice for most
meshes.

It is worthwhile to point out that in order to get an ‘‘adaptive’’
quantization step, we cannot directly set DðP

w
n Þ proportional to

jm
ðPw

n Þ

000 j (i.e. DðP
w
n Þ ¼ c:jm

ðPw
n Þ

000 j with c a constant), since after the bit
insertion through patch moment modification, the quantization
step will be changed and in consequence we may not be able to
correctly extract the inserted bit even under no attack. In Eq. (9),

an approximative proportionality between DðP
w
n Þ and jm

ðPw
n Þ

000 j is

achieved by introducing the term
^

m
ðPw

n�1Þ

000 (i.e. the quantized
moment value of the previous patch Pw

n�1) and the integer
rounding operator ðd e or b cÞ. The integer rounding operation is
necessary since in most cases it ensures that the quantization step
is kept unchanged before and after the bit insertion, as long as the



Fig. 4. An example of the deformation mask function. Here the global deformation

factor s is equal to 1.001.
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ceiled or floored integer ratio between
^

m
ðPw

n�1Þ

000 and the water-

marked moment value
^

m
ðPw

n Þ

000 (determined according to Eq. (9),

with
^

m
ðPw

n Þ

000 in the place of m
ðPw

n Þ

000 ) is the same as that between
^

m
ðPw

n�1Þ

000 and the original moment value m
ðPw

n Þ

000 . However, it is still
possible that the integer ratio changes after moment modification
and therefore the quantization step also changes. When this
situation is encountered (actually it rarely occurs), the patch
moment is automatically re-quantized by a specific algorithm
which attempts to correctly embed the watermark bit while not
introducing too much patch deformation.

The idea of setting the quantization step of the patch Pw
n related

to the quantized moment of its previous patch Pw
n�1 was also

partially inspired by the work of Pérez-González et al. [32]. Their
rational dither modulation (RDH) method achieves the invariance to
the value-metric scaling attacks for the quantization index modula-
tion watermarking paradigm [33]. We have proposed the above
RDH-like scheme in part to reinforce the watermark robustness
against the alteration of the farthest vertex (from the mesh center)
that is used by the uniform scaling operation during the mesh
normalization step (cf. Section 4.2). This alteration is possible after
watermark embedding or after attacks. It can be seen that with the
derivation of the quantization step DðP

w
n Þ as given in Eq. (9), the

proposed moment quantization scheme is intrinsically invariant to
uniform scaling, since the codewords in U

m
ðPw

n Þ

000
,tðP

w
n Þ

vary proportion-

ally with the watermarking primitives (i.e. the patch moments)
under this operation. In consequence, we can effectively enhance the
watermark robustness against the mesh local scaling caused by the
alteration of the farthest vertex.

The next step of the moment quantization is to find in the

constructed codebook the nearest codeword u
m
ðPw

n Þ

000

to m
ðPw

n Þ

000 ,

which also correctly embeds the watermark bit wn. The latter

point means that wn should be equal to value a in the derivation

of u
m
ðPw

n Þ

000

as given in Eq. (8). The quantized value
^

m
ðPw

n Þ

000 is then

calculated as follows:

^
m
ðPw

n Þ

000 ¼m
ðPw

n Þ

000 þa
ðPw

n Þðu
m
ðPw

n Þ

000

�m
ðPw

n Þ

000 Þ, ð11Þ

where aðPw
n ÞA ½0,1� is the so-called distortion compensation (DC)

factor. We always select an appropriate value for aðPw
n Þ so as to

ensure the correctness of the watermark bit extraction when
there is no attack. The above bit embedding procedure consists

in pushing m
ðPw

n Þ

000 towards u
m
ðPw

n Þ

000

, to within the interval

ðu
m
ðPw

n Þ

000

�DðP
w
n Þ=4,u

m
ðPw

n Þ

000

þDðP
w
n Þ=4Þ, which is the decoding area of

u
m
ðPw

n Þ

000

under the nearest neighbor criterion.

4.6. Patch deformation

The next step is to deform the cover patches so as to reach their

quantized moment values
^

m
ðPw

n Þ

000 ,nAf1,2, . . . ,N�1g. As it is not easy

to deduce the new coordinates of the patch vertices directly from the
quantized moment value, we need to modify the moment of a cover
patch heuristically and iteratively by moving its comprised vertices.
The amplitude and direction of this patch deformation is adjusted in
each iteration step so that the patch’s zero-order moment gradually
achieves its target value. Besides, the displacements of all the vertices
within a patch are modulated by using a smooth deformation mask
function that is illustrated in Fig. 4, so that the patch’s global
deformation is of low frequency and thus invisible. Actually, as
mentioned in Section 1, the human visual system is less sensitive to
the modification of the mesh low-frequency components than that of
the high-frequency components [7,8].
In each step of the iterative deformation process, every vertex has
its own multiplicative deformation factor. For a vertex vk ¼ ðhk,rk,ykÞ

within Pw
n , the derivation of its deformation factor svk

begins with a
normalization of its cylindrical coordinates hk and yk:

hku¼ 1�
2ðhk�h

ðPw
n Þ

min Þ

h
ðPw

n Þ
max�h

ðPw
n Þ

min

�1

�����
�����A ½0,1�, ð12Þ

yku¼ 1�
2ðyk�y

ðPw
n Þ

min Þ

yðP
w
n Þ

max�y
ðPw

n Þ

min

�1

�����
�����A ½0,1�, ð13Þ

where hku and yku are the normalized coordinates, h
ðPw

n Þ
max and h

ðPw
n Þ

min

(yðP
w
n Þ

max and yðP
w
n Þ

min ) are, respectively, the maximum and the minimum h

domain (y domain) coordinates of all the vertices within Pw
n or on

the borders of Pw
n . Under this normalization, the vertices close to the

patch borders will have small hku and yku values, while the vertices
close to the patch center will receive large values. For each vertex,
two weights are then calculated: the following equation gives the
formula for the h domain weight calculation, the calculation of the y
domain weight wtyk u

has a similar form:

wthk u
¼

0 if 0rhkuo0:1,

1

2

ffiffiffiffiffiffiffiffiffiffiffiffi
js�1j

p
sin

5p
3

hku�
2

5

� �� �
þ1

� 	
if 0:1rhk uo0:7,ffiffiffiffiffiffiffiffiffiffiffiffi

js�1j
p

if 0:7rhk ur1:0,

8>>><
>>>:

ð14Þ

where s is called the global deformation factor. The local deforma-
tion factor svk

for vertex vk is then determined as:

svk
¼

1þwthk u
:wtyk u

if s41,

1�wthk u
:wtyk u

if so1:

(
ð15Þ

At the end of each iteration step, the Cartesian coordinates of a
candidate displaced vertex are obtained as the multiplication of its
original coordinates (xk,yk,zk) with svk

or ð2�svk
Þ, depending on the

moment contribution sign of its incident facets (cf. step 7 of
Algorithm 1 for more details). The motivation of setting the weight
function as in Eq. (14) is to obtain a relatively simple function which
varies smoothly from 0 (near the patch boundaries) to a maximum
value (near the patch center).

The deformation mask function indicates the relationship
between the vertices’ local deformation factors svk

and their
cylindrical coordinates hk and yk. As illustrated in Fig. 4, this mask
function has a very smooth shape: the function value is constant
in the border and center regions, and has a sinus-like shape
between the above two regions. The amplitude and direction of
this mask are dependent on the global deformation factor s and
vary in each iteration step.



Fig. 5. This figure illustrates the visual effects of the patch deformation: (a) the

original Venus; (b) a moderately watermarked Venus; and (c) a strongly

watermarked Venus.
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The objective now is to find, for each patch, the correct value
for s that produces the target quantized moment value when
applying the corresponding deformation mask function on the
original patch. For this purpose, we have devised a simple and
efficient iterative process, which is summarized as Algorithm 1.
Note that some vertices are not modifiable during the patch
deformation. These non-modifiable vertices include the added
border vertices, the direct neighbors of the border vertices, and
the vertices having simultaneously facets with positive and
negative moment contributions. We have also constrained that
a displaced vertex cannot get out of its original patch. By using
this iterative algorithm, normally the target moment value can be
attained within less than 25 iterations. Actually, each patch may
have its own deformation mask function shape. For example, we
can change the support and frequency of the sinus function in
Eq. (14), or we can use a different smooth function (e.g. a
Gaussian-like function) in the place of the sinus function.
Experimentally, there is not too much difference in impercept-
ibility for these different functions, and a uniform setting of the
above mask function shape for all the patches already ensures a
satisfying performance of the proposed watermarking method.

Algorithm 1. Iterative patch deformation algorithm.
Notations: s is the global deformation factor; ks is the

modification step of s; m
ðPw

n Þ

000 is the original moment of the

patch;
^

m
ðPw

n Þ

000 is the target moment value; and mi is the zero-

order moment of the deformed patch after i-th iteration

1:
 Determine the comprised vertices of the current patch

Pw
n ; for each comprised vertex deduce its modifiability;

for each modifiable vertex vk record its original Cartesian
coordinates (xk,yk,zk)
2:
 Initialize the parameters: s¼ 1, ks ¼ 0:01, i¼ 1,

m�1 ¼m0 ¼m
ðPw

n Þ

000
3:
 repeat

4:
 Modify s according to the following rule
� if mi�1o
^

m
ðPw

n Þ

000 and mi�2o
^

m
ðPw

n Þ

000 , then s’sþks;
� if mi�1o
^

m
ðPw

n Þ

000 and mi�24
^

m
ðPw

n Þ

000 , then ks’ks=2 and

s’sþks;
� if mi�14
^

m
ðPw

n Þ

000 and mi�24
^

m
ðPw

n Þ

000 , then s’s�ks;
� if mi�14
^

m
ðPw

n Þ

000 and mi�2o
^

m
ðPw

n Þ

000 , then ks’ks=2 and

s’s�ks.

5:
 for each modifiable vertex vk in Pw

n do

6:
 Derive its deformation factor svk

(Eqs. (14) and (15))

according to s and its normalized cylindrical
coordinates (Eqs. (12) and (13))
7:
 Modify its original Cartesian coordinates to obtain a
candidate displaced vertex vku¼ ðxku,yku,zkuÞ by using
the following rule:

� if all the incident facets of vk have positive
moment contributions, then
ðxku,yku,zkuÞ ¼ svk

:ðxk,yk,zkÞ;
� if all the incident facets of vk have negative
moment contributions, then
ðxku,yku,zkuÞ ¼ ð2�svk

Þ:ðxk,yk,zkÞ.
8:
 end for

9:
 set mi as the zero-order volume moment of the

obtained deformed patch

10:
 iteration number incrementation: i’iþ1
until jmi�
^

m
ðPw

n Þ

000 joe or i¼ Imax
11:

Fig. 5 illustrates the distortion effects of a moderate-intensity
watermark and an extremely strong-intensity watermark. There
exists hardly any visual distortion for the former because the
modification is of low frequency; for the latter, the distortion
becomes visible and has a similar shape as the deformation mask.
In practice, we never use a strong embedding strength as that
illustrated in Fig. 5(c) to watermark a 3D mesh; a moderate
strength as in Fig. 5(b) already leads to a satisfactory robustness.

4.7. Moment compensation

The objective of this step is to recover the original center
position and principal axis orientations of the cover mesh so as to
resolve the causality problem. Concretely, we need to compensate
for the variations of the mesh’s m100, m010, m001, m110, m101 and
m011 moments that have been induced by the cover patch
deformation in the last step, so that these six moments all
become zero again, or at least reasonably small. After this
moment compensation, we can recover the canonical pose of
the original normalized mesh at the extraction phase, and thus
correctly decompose the model and extract the embedded bits.

As mentioned in Section 4.4, the 12 patches having the highest
m000 amplitudes are chosen to accomplish the moment compen-
sation task. In our experiments, we fix the number of compensa-
tion patches as 12 since it ensures a quite successful
compensation on most meshes. In the future, we would like to
find adaptive and optimum numbers of compensation patches for
individual meshes with different sizes and shape complexities, if
there exist. Our compensation method is based on the following
property of the iterative patch deformation process described in
Algorithm 1: when deforming a patch by using this algorithm, it
can be proven (cf. Appendix B) and has also been experimentally

validated that the moment variation ratios Dm
ðPjÞ

100=Dm
ðPjÞ

000,

Dm
ðPjÞ

010=Dm
ðPjÞ

000, Dm
ðPjÞ

001=Dm
ðPjÞ

000, Dm
ðPjÞ

110=Dm
ðPjÞ

000, Dm
ðPjÞ

101=Dm
ðPjÞ

000 and

Dm
ðPjÞ

011=Dm
ðPjÞ

000 are kept approximately constant under different

values of the global deformation factor s. The compensation

patches Pc
l ,lAf0,1, . . . ,11g are deformed arbitrarily by using

Algorithm 1 prior to the moment compensation step so as to
learn the values of these ratios (the 12 patches are then restored
to their initial shape). For the sake of notation simplicity, the six

learned ratios of the compensation patch Pc
l are hereafter denoted

by rl
1 to rl

6.

The problem is then formulated as the deduction of the correct
moment variations Dml

000 for the 12 compensation patches such
that the variations of the moments of the other orders
compensate for the global moments ~m100, ~m010, ~m001, ~m110,
~m101 and ~m011 of the obtained mesh after the watermark bit

embedding through cover patch deformation. A 6�12 linear
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least-squares system is constructed:

�M ¼ argmin
M

JR:M� ~MJ2
2, ð16Þ

where R is a 6�12 matrix with Rij ¼ rj�1
i , M is a 12�1 matrix with

Mi1 ¼Dmi�1
000, and ~M ¼ ½ ~m100 ~m010 ~m001 ~m110 ~m101 ~m011�

T . The
optimization of the above system is subject to two constraints:

LbrMrUb, ð17Þ

Ru:Mu¼ ~M u, ð18Þ

where Lb and Ub represent, respectively, the lower and upper
bounds of the moment variations, and Ru, Mu and ~M u are composed
of the last three rows of R, M and ~M , respectively. The first
constraint is related to the amount of deformation. We have
selected some appropriate values for the lower and upper bounds
so that the deformation amplitude of the compensation patches is
of the same order as that of the cover patches. The second
constraint defines the priority of compensating the second-order
moments. The introduction of this second constraint is based on
the observation that our whole watermarking algorithm is
experimentally much more sensitive to the principal axis
orientation change than to the mesh center change.

We solve the least-squares system established in Eq. (16) subject
to the two constraints expressed in Eqs. (17) and (18), and obtain the
correct moment variations (thus the target zero-order moment
values) for the 12 compensation patches. These patches are
afterwards deformed by using Algorithm 1 so as to attain the
wanted moment values. After this step, the six compensated first-
and second-order moments of the obtained mesh are very close to
zero and normally will not have negative influence on the blind
watermark bit extraction. The last step of the watermark embedding
procedure is the removal of the auxiliary vertices and edges that
were inserted during the patch decomposition step.
5. Watermark extraction

The watermark extraction algorithm (cf. Fig. 1(b)) is blind and
fast. First, the input mesh is normalized by using the technique
Fig. 6. The original non-watermarked meshes: (a)

Fig. 7. The watermarked meshes: (a) Venus
described in Section 4.2. Then, the vertex coordinates are
converted into cylindrical system and the mesh is decomposed
into patches by discretizing its h and y domains. After using the
patch classification rules presented in Section 4.4, we can pick out
the candidate cover patches for the watermark bit extraction.
Next, with the knowledge of the secret key K and by using Eqs. (8)

to (10)), we construct a codebook Û
m
ðPw

n Þ

000
,tðP

w
n
Þ

for each cover patch.

According to the actual moment value
�

m
ðPw

n Þ

000 of the patch, we can

find the codeword û �
m
ðPw

n Þ

000

that is the closest to
�

m
ðPw

n Þ

000 in the codebook.

Finally, the n-th extracted watermark bit wu

n is evaluated as the

represented bit a of the retrieved codeword û �
m
ðPw

n
Þ

000

.

6. Results and comparisons

6.1. Baseline evaluation

The proposed method is implemented in C++, and has been
tested on several mesh models. Fig. 6 illustrates four of them:
Venus (100 759 vertices), Horse (112 642 vertices), Bunny (34 835
vertices) and Dragon (50 000 vertices). Fig. 7 illustrates the
watermarked meshes (also called stego models in watermarking
terminology). We can see that the induced distortion is quite
imperceptible, even on very smooth regions such as the body of
the Horse. The main reason is that these induced distortions are
smooth and of low frequency, to which the human eyes are not
sensitive [7,8]. Fig. 8 illustrates the maps of the geometric
objective distortions between the original and the watermarked
meshes. It can be noticed that although the distortions are
globally well balanced, there still exist some patches which are
much more deformed than the others. More precisely, bumps and
concave parts may be perceived on the mesh surface if the
watermarking intensity is relatively strong, such as in Fig. 7.
According to our experiments, the locations of these bumps and
concave parts are rather random if we modify the secret key K.
Therefore, this drawback is rather due to the moment quantization
Venus, (b) Horse, (c) Bunny, and (d) Dragon.

, (b) Horse, (c) Bunny, and (d) Dragon.



Fig. 8. The objective distortion maps of the watermarked meshes: (a) Venus, (b) Horse, (c) Bunny, and (d) Dragon.

Table 2
Baseline evaluations of the proposed watermarking method.

Mesh model ) Venus Horse Bunny Dragon

Embedding time (s) 410.8 191.5 109.4 166.2

Extraction time (s) 3.2 2.9 1.1 1.6

WM payload (bit) 75 46 67 49

MRMS by WM (10�3) 2.34 1.04 1.75 1.76

MSDM by WM 0.15 0.17 0.19 0.20

Table 3
Robustness against random noise addition.

Model Amplitude (%) MRMS (10�3) BER Correlation

Venus 0.10 0.33 0.03 0.94

0.30 0.98 0.06 0.87

0.50 1.63 0.11 0.78

Non-unif. 0.30 0.68 0.05 0.89

Non-unif. 0.50 1.13 0.13 0.73

Horse 0.10 0.21 0.01 0.98

0.30 0.64 0.08 0.86

0.50 1.07 0.12 0.77

Non-unif. 0.30 0.45 0.04 0.92

Non-unif. 0.50 0.78 0.11 0.78

Bunny 0.10 0.22 0.01 0.98

0.30 0.66 0.07 0.85

0.50 1.11 0.11 0.77

Non-unif. 0.30 0.50 0.02 0.95

Non-unif. 0.50 0.82 0.07 0.85

Dragon 0.10 0.24 0.01 0.98

0.30 0.72 0.12 0.76

0.50 1.20 0.19 0.61

Non-unif. 0.30 0.63 0.14 0.72

Non-unif. 0.50 0.94 0.24 0.53

Table 4

Robustness against Laplacian smoothing ðl¼ 0:03Þ.

Model Iteration MRMS (10�3) BER Correlation

Venus 10 0.12 0.04 0.92

50 0.51 0.04 0.92

100 0.88 0.08 0.84

Horse 10 0.07 0 1

50 0.29 0.07 0.87

100 0.52 0.13 0.74

Bunny 10 0.26 0.13 0.73

30 0.69 0.19 0.62

50 1.04 0.37 0.27

Dragon 10 0.31 0.08 0.84

30 0.82 0.24 0.52

50 1.28 0.41 0.19
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scheme, than to the masked deformation algorithm or the local
property of the patch. The understanding and improvement of this
point constitutes one important part of our future work.

Table 2 details some statistics about the watermark embed-
ding and extraction algorithms. All the tests were carried out on a
laptop equipped with a Pentium IV 2.0 GHz processor and 2GB
memory. The objective distortion between the normalized cover
and stego meshes are measured by Metro [34] in terms of
maximum root mean square error (MRMS). A ‘‘perceptual’’
distance between them is evaluated by the mesh structural
distortion measure (MSDM) proposed in [35]: Its value tends
towards 1 (theoretical limit) when the measured objects are
visually very different and is equal to 0 for identical ones. One
advantage of our method is that it can introduce relatively high-
amplitude deformation while keeping it imperceptible. Most of
the embedding time is spent on the iterative deformation step,
which depends not only on the size of the mesh (i.e. its vertex
number) but also on its cover patch number. The extraction time
is almost completely due to the patch decomposition operation
and is basically proportional to the mesh size.

6.2. Robustness evaluation

The resistance of the embedded watermark has been tested
under different types of attacks. The robustness is evaluated in
terms of the BER (bit error rate) of the extracted watermark bit
sequence, as well as the correlation coefficient [2] between the
extracted watermark bit string fwung and the originally inserted
one fwng as given by the following equation:

Corr¼

PN�1
n ¼ 1ðwun�wuÞðwn�wÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN�1

n ¼ 1ðwun�wuÞ
2:
PN�1

n ¼ 1ðwn�wÞ2
q , ð19Þ

where wu and w indicate, respectively, the averages of the
watermark bit strings fwung and fwng. This correlation value
measures the similarity between two strings and varies between
�1 (orthogonal strings) and +1 (the same strings). The distortions
induced by the attacks are measured by MRMS.

6.2.1. Robustness against geometry attacks

First, our watermark is experimentally invariant to the so-
called content preserving attacks including vertex/facet reordering
in the mesh file and similarity transformation (i.e. translation,
rotation, uniform scaling and their combination). As for the other
geometry attacks, Tables 3, 4 and 5, respectively, present the
robustness evaluation results under noise addition, smoothing
and uniform coordinate quantization. Some geometrically
attacked models are illustrated in Fig. 9(a)–(d). The maximum
amplitude A of the random additive noise is relative to the
average distance from the vertices to the mesh center. The actual
noise amplitudes on the individual vertex coordinates are pseudo-
random values uniformly distributed in the interval [�A,A]. For
each amplitude level A, we perform five experiments using
different seeds to generate different noise patterns and report
the average as the final result. For spatially non-uniform noise
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addition, a random and sufficient part of the mesh is noised while
keeping the other part untouched. In smoothing attacks, the mesh
is processed by Laplacian smoothing [36] with different iteration
numbers while fixing the deformation factor l as 0.03. In
quantization attacks, the vertex coordinates are uniformly
quantized: an 8-bit quantization means that each coordinate is
rounded to one of the 256 possible levels. Our algorithm
demonstrates a fairly high robustness against geometry attacks,
even those with strong amplitudes and those that are spatially
non-uniform (anisotropic). For instance, in average, we can still
successfully extract up to 84% of the watermark bits under 0.50%
noise addition (the visual effect of this attack is illustrated in
Fig. 9(a)). The watermarks embedded in Bunny and Dragon are
Table 5
Robustness against uniform quantization of the vertex coordinates.

Model Intensity MRMS (10�3) BER Correlation

Venus 9-bit 0.66 0.04 0.92

8-bit 1.32 0.11 0.81

7-bit 2.70 0.11 0.79

Horse 9-bit 0.49 0 1

8-bit 0.97 0.15 0.70

7-bit 2.05 0.26 0.49

Bunny 9-bit 0.52 0.04 0.91

8-bit 1.05 0.04 0.91

7-bit 2.07 0.15 0.70

Dragon 9-bit 0.57 0.02 0.96

8-bit 1.13 0.18 0.63

7-bit 2.29 0.39 0.23

Fig. 9. Close-ups of some attacked watermarked models: (a) 0.50% random additive nois

Laplacian smoothing with l¼ 0:03 (BER¼0.08); (d) 7-bit coordinate quantization (BER¼

(f) spatially non-uniform simplification by 75% vertex reduction, the upper and low

subdivision (BER¼0.06); (h) uniform remeshing with original vertex number (BER¼0

discretized (voxelized) Horse (BER¼0.11).
less robust against smoothing because this attack induces an
important shrinking effect on these two models.

6.2.2. Robustness against connectivity attacks

The tested connectivity attacks include surface simplification
(spatially uniform and non-uniform), subdivision and remeshing.
For surface simplification, we use Garland and Heckbert’s quadric-
error-metric-based method [37], combined with different vertex
reduction ratios. The subdivision attacks include the simple
midpoint scheme, the modified butterfly scheme and the Loop
scheme [38]. The remeshing attack is a uniform resampling of the
mesh vertices using the ReMESH software [39]; two different
target vertex numbers are considered: they are, respectively, 100%
and 50% of the original vertex number of the watermarked mesh.

Tables 6–8 present the corresponding robustness evaluation
results. In Fig. 9(e)–(h), some attacked models are illustrated. It
can be observed that our scheme has a very strong robustness
against all these connectivity attacks, which are in general
considered very difficult to handle for a blind mesh watermarking
algorithm. As an example, for Venus and Horse, we can still
retrieve 93% of the watermark bits after having removed 97.5% of
the vertices in the models. The watermark embedded in Dragon is
less robust against connectivity attacks since the model has a
relatively low number of vertices regarding its complexity,
therefore modifying its connectivity induces an important
modification on the model’s 3D shape.

6.2.3. Robustness against representation conversion

We have tested one scenario of this serious attack: the
watermarked mesh is discretized into a 350�350�350 voxel
e (BER¼0.12); (b) 0.50% spatially non-uniform noise (BER¼0.11); (c) 100-iteration

0.15); (e) spatially uniform simplification by 97.5% vertex reduction (BER¼0.07);

er parts are simplified with different reduction ratios (BER¼0.09); (g) 1 Loop

.10); and (i) output mesh of the marching cubes algorithm on a 350�350�350



Table 6
Robustness against surface simplification.

Model Vertex reduction ratio (%) MRMS (10�3) BER Correlation

Venus 90 0.29 0.03 0.95

95 0.51 0.05 0.89

97.5 0.91 0.07 0.84

Non-unif. 50 0.25 0.04 0.92

Non-unif. 75 0.67 0.09 0.82

Horse 90 0.13 0 1

95 0.24 0.02 0.96

97.5 0.43 0.07 0.87

Non-unif. 50 0.21 0.09 0.83

Non-unif. 75 0.35 0.11 0.78

Bunny 70 0.21 0 1

90 0.54 0.13 0.73

95 0.95 0.13 0.74

Non-unif. 25 0.17 0 1

Non-unif. 50 0.66 0.13 0.73

Dragon 70 0.37 0 1

90 1.00 0.22 0.56

95 1.79 0.46 0.08

Non-unif. 25 0.23 0 1

Non-unif. 50 0.86 0.16 0.67

Table 7
Robustness against one-step subdivision.

Model Scheme MRMS (10�3) BER Correlation

Venus Midpoint 0 0.03 0.95

m-Butterfly 0.10 0.03 0.95

Loop 0.11 0.04 0.92

Horse Midpoint 0 0 1

m-Butterfly 0.05 0 1

Loop 0.06 0 1

Bunny Midpoint 0 0 1

m-Butterfly 0.23 0 1

Loop 0.23 0.15 0.71

Dragon Midpoint 0 0 1

m-Butterfly 0.24 0.02 0.96

Loop 0.25 0.06 0.88

Table 8
Robustness against uniform surface remeshing.

Model Vertex number (%) MRMS (10�3) BER Correlation

Venus 100 0.08 0.04 0.92

50 0.30 0.04 0.92

Horse 100 0.06 0 1

50 0.18 0.04 0.91

Bunny 100 0.39 0.03 0.94

50 0.63 0.13 0.74

Dragon 100 0.40 0.10 0.80

50 1.54 0.45 0.11

Table 9
Robustness against voxelization.

Model Resolution MRMS (10�3) BER Correlation

Venus 350�350�350 0.95 0.13 0.74

Horse 350�350�350 1.22 0.11 0.78

Bunny 350�350�350 0.85 0.12 0.76

Dragon 350�350�350 7.27 0.55 �0.11
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grid. In order to extract the watermark from this discrete
volumetric representation, we transform it back to a mesh
representation by using the well-known marching cubes algo-
rithm [40]. The watermark extraction is then carried out on this
reconstructed mesh. Table 9 presents the robustness results under
this attack. For Venus, Horse and Bunny, the robustness is quite
satisfactory (BER is around 0.12), considering the high strength of
this attack (cf. Fig. 9(i)). The watermark extraction on Dragon fails
because the marching cubes algorithm has created very strong
artefacts on its tail, which significantly change the mesh’s center
and principal axes.
6.3. Discussion and comparison with the methods of Cho et al.

In this subsection, we provide some discussions on the
strengths and shortcomings of the proposed watermarking
method. We will also compare our method with the two methods
from Cho et al. [24], which are considered as the most robust
blind mesh watermarking algorithms proposed so far. We have
applied their algorithms on Horse (Algorithm I) and Bunny
(Algorithm II) so as to compare the results in terms of
imperceptibility and robustness.

First of all, concerning the watermark imperceptibility, the
induced patch deformation in our scheme is of low frequency
while their methods seem to introduce relatively high-frequency
distortions. Fig. 10 illustrates the Horse and Bunny models
watermarked by their and our methods. The objective MRMS
distances introduced by their watermark embedding (0.51�10�3

for Horse and 0.29�10�3 for Bunny) are smaller, but these small-
amplitude objective distortions seem to be more perceptible
(cf. Fig. 10(a) and (c)). This point is also confirmed by the MSDM
perceptual distances between their watermarked and original
models (0.23 for Horse and 0.32 for Bunny against, respectively,
0.17 and 0.19 for models watermarked by our method). In
particular, some ring-like high-frequency artefacts may occur on
the surface of their watermarked meshes, especially on smooth
regions like the body of Horse.

Tables 10 and 11 present the robustness evaluation results of
the watermarks embedded in the stego models of Cho et al. that
are illustrated in Fig. 10(a) and (c). For comparison, the
corresponding correlation values of our method are also listed
in the last columns of these tables. The robustness comparison
was carried out under the premise of a same watermarking
payload. From these results, we can see that our stego Horse that
has nearly no visual distortion is more robust, under both
geometry and connectivity attacks, than their stego Horse on
which there exist noticeable distortions. In particular, our
algorithm is more resistant against quantization (our correlation
is 1 against 0.66 for their method, under a 9-bit quantization) and
simplification (1 against 0.58 for correlation values under a 90%
simplification), which constitute the two most realistic attacks on
watermarked meshes. Our stego Bunny has also a better
imperceptibility than theirs, and is more robust against con-
nectivity attacks (especially under surface simplification). Robust-
ness against geometry attacks is quite similar: our algorithm is
globally more robust to strong distortions while their method
performs better against small-amplitude attacks. One exception is
the smoothing attack which induces obvious shrinkage deforma-
tions on this relatively sparse surface and thus leads to a bad
performance of our method. In general, their methods have
difficulties under strong-amplitude non-uniform simplifications
since the calculated mesh center can be mistakenly moved
towards the mesh part where the vertex density is higher.

In all, our method is particularly suitable for the protection of
dense meshes, for which the imperceptibility and the robustness



Fig. 10. Imperceptibility comparison between the algorithms of Cho et al. [24] and our method: (a) Horse watermarked by their Algorithm I (strength parameter a¼ 0:03);

(b) Horse watermarked by our method; (c) Bunny watermarked by their Algorithm II (strength parameter a¼ 0:07); and (d) Bunny watermarked by our method.

Table 10
Robustness evaluation results for the Horse model watermarked by Algorithm I of

Cho et al. [24] (a¼ 0:03, 46 bits are embedded), in comparison with our method.

Attack Cho’s BER Cho’s corr. Our corr.

0.10% noise 0 1 0.98

0.30% noise 0.24 0.52 0.86

0.50% noise 0.41 0.17 0.77

10-itera. smoothing 0 1 1

50-itera. smoothing 0.09 0.84 0.87

100-itera. smoothing 0.20 0.62 0.74

9-bit quantization 0.17 0.66 1

8-bit quantization 0.37 0.26 0.70

7-bit quantization 0.46 0.08 0.49

90% simplification 0.22 0.58 1

95% simplification 0.22 0.57 0.96

97.5% simplification 0.30 0.40 0.87

50% non-unif. simplifi. 0.11 0.80 0.83

75% non-unif. simplifi. 0.22 0.56 0.78

100% uniform remeshing 0 1 1

50% uniform remeshing 0.24 0.52 0.91

Table 11
Robustness evaluation results for the Bunny model watermarked by Algorithm II

of Cho et al. [24] (a¼ 0:07, 67 bits are embedded), in comparison with our method.

Attack Cho’s BER Cho’s corr. Our corr.

0.10% noise 0 1 0.98

0.30% noise 0 1 0.85

0.50% noise 0.17 0.69 0.77

10-itera. smoothing 0.03 0.94 0.73

30-itera. smoothing 0.16 0.69 0.62

50-itera. smoothing 0.22 0.57 0.27

9-bit quantization 0.02 0.97 0.91

8-bit quantization 0.06 0.88 0.91

7-bit quantization 0.47 0.07 0.70

70% simplification 0.09 0.81 1

90% simplification 0.34 0.32 0.73

95% simplification 0.55 �0.09 0.74

25% non-unif. simplifi. 0.07 0.87 1

50% non-unif. simplifi. 0.48 0.03 0.73

100% uniform remeshing 0.02 0.97 0.94

50% uniform remeshing 0.22 0.57 0.74
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against simplification are the main concerns. The advantage of the
algorithms of Cho et al. is that the watermark can resist attacks
that introduce much higher objective distortions than its embed-
ding. Neither the methods of Cho et al. nor our method achieves
the robustness against strong local deformation and cropping due
to the de-synchronization problem.

One drawback of our watermarking scheme is that its payload
depends on the mesh shape and normally varies from 45 to 75
bits. The payload actually depends on the number of cover
patches in the mesh, and thus varies from model to model.
However, it is not necessary to transmit the number of embedded
bits to the extraction side, because the extractor can automati-
cally determine this number as (N�1), where N is the number of
cover patches in the input model. On the contrary, the payload
of the methods of Cho et al. is independent from the specific shape
of the cover mesh and thus can ensure a constant value, say 64
bits, for all the 3D models.

Another observation is that our method works better on meshes
with shapes somehow similar to a cylinder such as Venus and Horse,
than on those with complex shapes such as Dragon, in terms of both
payload and robustness. The reason is that the proposed cylindrical
patch decomposition may produce degenerate patches on those
complex models. As for the payload, some small-sized patches
(i.e. discarded patches) will be generated in which we cannot embed
watermark bits (nonetheless, at present we can normally ensure a
payload of at least 40 bits, even on very complex models). As for the
robustness, some of the obtained cover patches are ill-shaped, and
experimentally their moment values are not as robust as the
‘‘regular’’ patches with roughly a curved-square shape. Ideally, this
problem would be resolved if we could devise an adaptive and robust
mesh decomposition algorithm which produces a fixed number of
well-shaped patches on arbitrary models. But unfortunately, the
development of such a method seems an open problem.

Finally, although our main objective is to achieve a strong
robustness against connectivity attacks, it seems that the
proposed method ensures a minimum level of watermarking
security, which is a rather high-level requirement [41,42] and is
often omitted in mesh watermarking research whose main
concern is still the robustness. It seems difficult for a pirate to
carry out unauthorized watermark detection or optimal water-
mark removal if he does not have the secret key K, even if he
knows the details of the watermarking method. The reason is
that the pirate will have difficulties in correctly constructing
the pseudo-random codebooks for the cover patch volume
moments.

6.4. Evaluation and comparison within a mesh watermarking

benchmark

In this subsection, we evaluate the proposed method and also
compare it with more other methods within the framework of a
3D mesh watermarking benchmark recently proposed by Wang



Table 12
Baseline evaluation results of the first group of test (on Venus model, with a payload of 64 bits).

Methodology Perceptual-quality-oriented protocol Geometric-quality-oriented protocol

Watermarking method Wavelet [20] Histogram [24] Moment (this paper) Wavelet [20] Histogram [24] Moment (this paper)

WM payload (bits) 64 64 64 64 64 64

Embedding time (s) 12.8 7.6 439.9 12.6 11.6 377.6

Extraction time (s) 4.9 o1.0 3.3 4.7 o1.0 3.5

dMRMS (w.r.t. lbbd) (%) 0.078 0.0080 0.069 0.019 0.012 0.018

dMSDM 0.10 0.19 0.14 0.05 0.29 0.09

Table 13
Global robustness comparison of the first group of test (on Venus model, with a payload of 64 bits), in terms of BER.

Methodology Perceptual-quality-oriented protocol Geometric-quality-oriented protocol

Watermarking method Wavelet [20] Histogram [24] Moment (this paper) Wavelet [20] Histogram [24] Moment (this paper)

Average BER under geometry attacks 0.14 0.18 0.05 0.21 0.14 0.24

Average BER under connectivity attacks N.A. 0.27 0.12 N.A. 0.21 0.16

Average BER under all attacks 0.14 0.22 0.08 0.21 0.17 0.20

The lower the BER is, the more robust the method is.
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et al. [43].1 The objective of this benchmark is to facilitate the
experimental comparison between different methods by normal-
izing the test models, the evaluation metrics, the conducted
attacks and the assessment methodology. First, the benchmark
contains a ‘‘standard’’ collection of mesh models on which we
should test the watermarking methods. It also proposes to use,
respectively, MRMS [34] and MSDM [35] to measure the
geometric and the perceptual distortions induced by the water-
mark embedding. The benchmark also suggests a group of attacks
against which we should test the algorithms’ robustness. Finally,
two applications-oriented evaluation protocols have been estab-
lished, which indicate the main steps to follow when conducting
the evaluation experiments.

Similar to the Stirmark protocol [44] designed for image
watermarks, the basic idea of the two mesh watermarking
evaluation protocols is to first prescribe the watermark payload
and the watermark induced distortions (both geometric and
perceptual), and then to evaluate the robustness of the method
(e.g. in terms of BER) under a series of attacks. The main difference
between the two protocols is that they have very different
thresholds on the induced geometric and perceptual distortions
for the methods under evaluation. More precisely, the perceptual-

quality-oriented protocol requires that the MRMS distortion dMRMS

should be less than 0.08%.lbbd (lbbd being the diagonal length of the
mesh’s bounding box), and that the MSDM distortion dMSDM

should be no more than 0.20. In the geometric-quality-oriented

protocol, these two thresholds are, respectively, equal to 0.02%.lbbd

and 0.30.
Besides our moment-based method and the histogram-based

method of Cho et al. (Algorithm I) [24], the methods under
comparison also include the wavelet-based method of Wang et al.
[20] and the spectral-domain-based method of Wang et al. [45]. In
the wavelet-based method, watermark bits are embedded
through scalar quantization of the norms of the wavelet
coefficient vectors associated to the coarsest resolution of the
cover semi-regular mesh. In the spectral-domain-based method,
the manifold harmonics spectral amplitudes [46] of the cover
mesh are iteratively quantized to embed the watermark. In the
following, we will briefly present three groups of testing results of
these four methods obtained by using the benchmark. The tests
1 The benchmark is freely available at http://liris.cnrs.fr/meshbenchmark/.
were carried out on different meshes, under different protocols
and with different watermarking payloads.
6.4.1. Test of 64-bit schemes on Venus model

In the first group of test, we compare the wavelet-based
method [20], the histogram-based method [24], and the proposed
moment-based method, under both evaluation protocols. The
tests were performed on the Venus model (100 759 vertices), and
the methods’ payloads were all fixed as 64 bits. Table 12 presents
the baseline evaluation results of the tested watermarking
schemes. Like in Section 6.1, the algorithm execution times are
those obtained on a laptop equipped with a 2.0 GHz processor and
2 GB memory (the same for the subsequent tests). In Table 13, we
provide the average BER values of the tested methods under the
geometry attacks, the connectivity attacks and all the attacks
suggested by the benchmark. All the results are the averages of 5
trials with randomly selected watermark sequences and keys. In
order to apply the wavelet-based watermarking method, the
original irregular Venus model is remeshed prior to the water-
mark embedding. The average BER values in Table 13 can be
considered as the benchmarking scores of the tested methods. The
lower these scores are, the more robust the watermarking method
is. Therefore, with these average BER values we can provide a
quick and global comparison of the methods’ robustness against
different kinds of attacks.

According to the execution times presented in Table 12, the
histogram-based method and the wavelet-based method are
much faster than the moment-based method. However, the
processing time of the last method is already considered as
acceptable in most of the watermarking-based applications,
except for those requiring real-time watermark embedding and
extraction. From the robustness evaluation results, we can
conclude that, for the Venus model, the moment-based method
is the most suitable method to be used in applications that require
a high visual quality of the watermarked object (i.e. under the
perceptual-quality-oriented protocol) since it has the lowest
average BER score 0.08, while the histogram-based method is
the most appropriate scheme for the applications which can only
tolerate a very small amount of induced geometric distortion (i.e.
under the geometric-quality-oriented protocol) since it has the
lowest average BER score 0.17. However, in both kinds of
applications, if a strong robustness against connectivity attacks

http://liris.cnrs.fr/meshbenchmark/
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is required, then the moment-based method seems the best
choice, since it has the lowest BER scores 0.12 and 0.16 under
connectivity attacks, respectively, for the two protocols. The
wavelet-based method shows satisfactory and roughly compar-
able robustness performances (against geometry attacks) under both
evaluation protocols. This is somewhat surprising considering that
the watermark induced distortion under the geometric-quality-
oriented protocol has been significantly decreased compared to that
under the perceptual-quality-oriented protocol. For the wavelet-
based method, we do not provide its robustness results against
connectivity attacks since these attacks in general destroy the
semi-regular connectivity (and also the intrinsic attractiveness) of
the stego mesh and thus makes it impossible to perform wavelet
decomposition on the attacked models.

Fig. 11 illustrates the stego models obtained by the three
methods. It provides a direct impression of the deformation patterns
induced by the different watermark embeddings. This figure further
confirms the good imperceptibility of the proposed moment-based
method. In addition, we can see that the bumps and concave parts,
which may be visible under a relatively strong embedding (cf. Fig. 7),
can in general be avoided if we reduce the strength (cf. Fig. 11(g)),
but at the expense of a diminution of robustness.

In all, the advantage of the histogram-based method is that with
a very low geometric distortion induced by the watermark
embedding, it can, however, resist very strong-amplitude attacks,
and the main strengths of the moment-based method are its strong
robustness against connectivity attacks and its high watermark
imperceptibility. The wavelet-based method also has the advantage
of being highly imperceptible. In addition, it seems that the
robustness performance of this method is not quite dependent on
the embedding strength (especially under small- and moderate-
amplitude attacks; however, we have not provided these detailed
results here). This implies that the selected watermarking primitive,
which can be equivalently considered as the ratio between the norm
Fig. 11. Illustration of the original and watermarked meshes in the first group of test: (a

using the wavelet-based method [20], the histogram-based method [24], and the mome

respectively, the watermarked meshes by using the wavelet-based method [20], the h

quality-oriented protocol.
of a wavelet coefficient vector and the average length of the edges in
the coarsest-level resolution (cf. [20] for more details), may be a
robust geometric feature of the cover mesh.
6.4.2. Test of 16-bit schemes on Rabbit model

The second group of test was carried out on the Rabbit model
(70 658 vertices). The tested methods include the spectral-
domain-based method [45], the histogram-based method [24],
and the proposed moment-based method, all with a payload of 16
bits. Table 14 presents the baseline evaluation results, and
Table 15 presents the robustness evaluation results.

The moment-based method seems to have the best robustness,
since it has the lowest overall average BER values under both
protocols (respectively, equal to 0.06 and 0.12). This method is
particularly robust against simplification and subdivision: actu-
ally we can always correctly extract the embedded watermark
under the simplification and subdivision attacks suggested by the
benchmark, without any bit error. The histogram-based method
has a very good performance under geometry attacks. However,
compared to the moment-based method, their method is less
robust against connectivity attacks. The spectral-domain-based
method has a relatively satisfactory robustness under the perceptual-
quality-oriented protocol. Under the geometric-quality-oriented
protocol, it has a very poor performance. A stronger robustness
can be attained if we increase the watermark embedding strength
for the spectral-domain-based method. As shown in [45, Tables 1
and 2], a much better robustness is achieved if the watermark
induced MRMS distortion attains 2.37�10�3, i.e. 0.13%.lbbd.
Indeed, this is a common problem for the mesh watermarking
schemes that are based on the manifold harmonics spectral
transform [46] because it is difficult to precisely control the
amount of induced distortion mainly due to the causality problem
encountered by these schemes (cf. Ref. [45] for more details).
) the original Venus; (b), (c) and (d) are, respectively, the watermarked meshes by

nt-based method, for the perceptual-quality-oriented protocol; (e), (f) and (g) are,

istogram-based method [24], and the moment-based method, for the geometric-



Table 15
Global robustness comparison of the second group of test (on Rabbit model, with a payload of 16 bits), in terms of BER.

Methodology Perceptual-quality-oriented protocol Geometric-quality-oriented protocol

Watermarking method Spectral [45] Histogram [24] Moment (this paper) Spectral [45] Histogram [24] Moment (this paper)

Average BER under geometry attacks 0.22 0.07 0.02 0.37 0.06 0.13

Average BER under connectivity attacks 0.24 0.20 0.11 0.32 0.23 0.11

Average BER under all attacks 0.23 0.13 0.06 0.35 0.14 0.12

The lower the BER is, the more robust the method is.

Table 14
Baseline evaluation results of the second group of test (on Rabbit model, with a payload of 16 bits).

Methodology Perceptual-quality-oriented protocol Geometric-quality-oriented protocol

Watermarking method Spectral [45] Histogram [24] Moment (this paper) Spectral [45] Histogram [24] Moment (this paper)

WM payload (bits) 16 16 16 16 16 16

Embedding time (s) 311.5 2.7 147.2 459.4 1.5 132.0

Extraction time (s) 47.6 o10 3.0 49.0 o10 3.0

dMRMS (w.r.t. lbbd) (%) 0.064 0.058 0.067 0.017 0.020 0.018

dMSDM 0.09 0.19 0.12 0.06 0.08 0.09

Table 16
Equal error rate (EER) values of the proposed moment-based method under two

typical attacks: random noise addition and simplification (on Venus model, under

the perceptual-quality-oriented protocol).

Attack Equal error rate (EER)

0.05% noise addition 2.89�10�20

0.10% noise addition 3.11�10�16

0.30% noise addition 4.84�10�9

0.50% noise addition 1.08�10�6

30% simplification 1.01�10�35

50% simplification 5.17�10�30

70% simplification 1.15�10�25

90% simplification 2.74�10�16

95% simplification 1.00�10�11

97.5% simplification 6.61�10�8

The proposed method has been modified to become a detectable watermarking

scheme.
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6.4.3. ROC performance of the proposed method

In this subsection, we evaluate the proposed moment-based
method by considering it as a detectable watermarking scheme
(also called 1-bit scheme), still by using the mesh watermarking
benchmark proposed in [43]. In the modified detectable scheme,
after the bit extraction stage, we first calculate the correlation
coefficient by using Eq. (19). Then, the obtained correlation
coefficient value Corr is compared with a threshold Thr in order to
make the decision on the presence of the tested watermark fwng

in the input mesh: if CorrZThr, then the watermark is detected;
otherwise the watermark is not detected.

The receiver operating characteristics (ROC) curve is a standard
metric to evaluate the performance of detectable watermarking
schemes, and it is also the evaluation metric suggested by the mesh
watermarking benchmark. Basically, a ROC curve describes the
relationship between the false positive rate against the false negative

rate of the watermark detection algorithm under different values of
the threshold Thr that is used for deciding the watermark presence.
The false positive rate represents the probability of the bad decision
in which a watermark is detected whereas it does not exist in the
content. On the contrary, the false negative rate indicates the
probability of the bad decision in which a watermark is not detected
whereas it does exist in the content.

In general, in order to plot the ROC curves, we have to first
prepare at least 50 stego models of the same object for the
watermarking method under evaluation, using different random
watermarks and random secret keys. We then conduct different
attacks on these stego models. For each attacked model, two
detections are performed: one with the right watermark and the
right key, and the other with a wrong watermark and a wrong
key. Afterwards, for each kind of attack of a certain strength, the
false positive and false negative curves are drawn by varying the
correlation threshold value Thr. These curves are then approxi-
mated by using Gaussian models and the ROC curves that
represent the relationship between the false negative rate Pfn

and the false positive rate Pfp are therefore obtained. The ROC
curve point on which Pfn ¼ Pfp is called the equal error rate (EER)
point. The Pfn (or the Pfp) value on this point, i.e. the EER, is
commonly used as a brief quantitative evaluation metric of the
method’s ROC performance under a certain attack. The lower the
EER is, the better the algorithm’s performance is.
Table 16 presents the EER values of the proposed moment-based
method under two typical attacks: random noise addition and
simplification (on Venus model, under the perceptual-quality-
oriented protocol). Fig. 12 illustrates the corresponding ROC curves.
From these experimental results, we can conclude that in general,
the proposed method has a very satisfying ROC performance under
these two typical attacks. For instance, under a 95% simplification
(a very strong-amplitude attack), an appropriate threshold value can
be found so that the false positive and the false negative
probabilities are both equal to 1.00�10�11, a very low value.
7. Conclusion and future work

In this paper, a new robust and blind 3D mesh watermarking
algorithm is proposed. The watermark bits are embedded by
slightly deforming some selected cover patches obtained after a
simple mesh decomposition in the cylindrical coordinate system.
Watermark imperceptibility is ensured by using a smooth
low-frequency mask to modulate the patch deformation; besides,
the causality problem is clearly resolved by introducing a geometric
compensation post-processing after the watermark bit embedding.
The robustness of this approach is due to the high stability of the
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Fig. 12. Receiver operating characteristics (ROC) curves of the proposed moment-

based method under (a) random noise addition attack and (b) simplification attack

(on Venus model, under the perceptual-quality-oriented protocol). The proposed

method has been modified to become a detectable watermarking scheme.

K. Wang et al. / Computers & Graphics 35 (2011) 1–19 17
global and local volume moment values under geometry, connec-
tivity and even representation conversion attacks as long as they do
not seriously modify the intrinsic shape of the model. As far as we
know, our method is the first in the literature that uses a continuous
shape descriptor as the mesh watermarking primitive.

The proposed method can be improved in several aspects. First,
it would be promising to introduce a perceptual distance metric
to drive the patch deformation. An adaptable and robust mesh
decomposition that produces patches with similar sizes is of our
particular interest since it may be helpful to further balance the
watermarking performance in different patches and to resolve the
de-synchronization problem caused by the patch classification.
We are also interested in embedding watermark in volume
moments by using other data hiding techniques. Actually, the
parameter setting of the quantization-based technique is compli-
cated and it is preferred to find a simple yet better alternative. In
long terms, we plan to investigate the solutions to achieving
robustness against cropping (or strong local deformation) com-
bined with connectivity attacks.
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Appendix A. Proof 1

In this proof, we will demonstrate that it is theoretically
reasonable for patches with high m000 moment amplitudes to
receive a small Dpre value.

Recall that Dpre is involved in the determination of the
component-wise quantization step DðP

w
n Þ in Eqs. (9) and (10) in

Section 4.5.
For the sake of simplicity, we consider a simple patch

composed of only one triangle facet f ¼ fv1,v2,v3g ¼ fðx1,y1,z1Þ,
ðx2,y2,z2Þ,ðx3,y3,z3Þg and its uniformly scaled version f u¼

fv1u,v2u,v3ug ¼ fðk:x1,k:y1,k:z1Þ,ðk:x2,k:y2,k:z2Þ,ðk:x3,k:y3,k:z3Þg ðk41Þ.
We then make the assumption that the moment quantization on
these two patches should introduce comparable variations on the
coordinates of their comprised vertices, so as to ensure a uniform
deformation. Note that here we take into account only the
objective distance metric without any perceptual considerations,
still for the sake of simplicity.

Now, assume that f and f u have positive zero-order moments
and are subject to a same facet vertex coordinate variation
ðDx1,Dy1,Dz1Þ,ðDx2,Dy2,Dz2Þ,ðDx3,Dy3,Dz3Þ, which simulates the
consequence of the watermark embedding. After neglecting the
second- and higher-order terms (e.g. Dx1:Dy2:z3 and Dx1:Dy2:Dz3)
in the moment calculation formulae, we can easily find out that
the following relationship approximately holds:

Dmðf uÞ000 ¼ k2Dmðf Þ000, ð20Þ

where Dmðf uÞ000 and Dmðf Þ000 are, respectively, the moment variations

of f u and f. Considering that mðf uÞ000 ¼ k3mðf Þ000, we then obtain

Dmðf uÞ000

mðf uÞ000

¼
1

k
:
Dmðf Þ000

mðf Þ000

: ð21Þ

The reason for neglecting the second- and higher-order terms is
explained as follows. Indeed, the vertex coordinate alteration
during the watermark embedding is quite small (in the order of
0.10%). Therefore, the second-order terms are much smaller than
the first-order terms (also of about 0.10%). Hence, these small-
value terms can be neglected in the above analysis without
introducing significant errors.

From Eq. (9) which presents the calculation of the component-
wise quantization step DðP

w
n Þ, we can see that the terms
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are approximately equal to the moment amplitude of the current

patch (i.e. mðf Þ000 or mðf uÞ000 in Eq. (21)). Meanwhile, the final moment

variation (i.e. Dmðf Þ000 or Dmðf uÞ000 in Eq. (21)) is somewhat propor-

tional to the quantization step DðP
w
n Þ. Therefore (cf. Eq. (9)), the

term Dpre approximately represents the ratio between the

moment variation and the original moment value of the current
patch. From Eq. (21), we can deduce that, in order to have
comparable vertex variations for the two patches under con-
sideration, the above mentioned ratio should be smaller for the
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patch having a higher m000 value due to the existence of the term

1=k ðk41Þ on the right side of the formula.
Although the above deduction makes many assumptions and

considers only a very simple case, it potentially constitutes a
reasonable proof for setting a small Dpre value for patches with high
m000 moment amplitudes. This measure has also been demonstrated
effective in practice since it can, to some extent, balance the
watermark induced distortions in patches of different sizes.
Appendix B. Proof 2

In this proof, we will demonstrate the following property:
when deforming a patch Pj by using Algorithm 1, the moment
variation ratios

Dm
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011
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are kept approximately constant under different values of the
global deformation factor s.

We will take Dm
ðPjÞ

100=Dm
ðPjÞ

000 as an example to carry out the
demonstration and hereafter neglect the patch designation
superscripts in the notations of the volume moments and their
variations.

First, we can rewrite the m000 calculation formula for a patch
composed of vertices v1,v2, . . . ,vN as the following sum of several
multiplication terms of three vertex coordinates:

m000 ¼
1

6

X
i,j,k

signijk:xiyjzk, ð22Þ

where signijkAf�1,1g and the triplet xi yj zk occurs only if vi, vj and
vk are within a same facet.

For the sake of simplicity, we suppose hereafter that all the facets
in the patch have positive moment contributions and s41. Under
the proposed modulated patch deformation, xi becomes svi

:xi after
a displacement, where svi

¼ 1þwthi u
:wtyi u

. It is easy to deduce
(cf. Eq. (14)) that the above two weights can be rewritten as

wthi u
¼ a1:

ffiffiffiffiffiffiffiffiffiffiffiffi
ðs�1Þ

p
, ð23Þ

wtyi u
¼ a2:

ffiffiffiffiffiffiffiffiffiffiffiffi
ðs�1Þ

p
: ð24Þ

Note that a1 and a2 only depend on the normalized coordinates of the
vertex vi and the shape of the modulation function, which are
invariant under different s values. Thus, we obtain svi

¼ 1þa1a2ðs�1Þ
and xiu¼ xiþa1a2ðs�1Þxi ¼ xiþciðs�1Þxi, with ci ¼ a1a2. After
neglecting the second- and higher-order terms in the moment
calculation formulae, we can deduce the m000 moment variation as
follows:

Dm000 ¼
1

6

X
i,j,k

ðciðs�1Þxiyjzkþcjðs�1Þxiyjzkþckðs�1ÞxiyjzkÞ

¼
1

6
ðs�1Þ

X
i,j,k

ðcixiyjzkþcjxiyjzkþckxiyjzkÞ: ð25Þ

Similarly, we can deduce the approximative variation of the
moment m100 as:
Dm100 ¼
1

24

X
i,j,k,l

ðciðs�1Þxixjykzlþcjðs�1Þxixjykzlþckðs�1Þxixjykzlþclðs�1ÞxixjykzlÞ

¼
1

24
ðs�1Þ

X
i,j,k,l

ðcixixjykzlþcjxixjykzlþckxixjykzlþclxixjykzlÞ: ð26Þ
Hence, the ratio between Dm100 and Dm000 is equal to

Dm100

Dm000
¼

1
24 ðs�1Þ

P
i,j,k,lðcixixjykzlþcjxixjykzlþckxixjykzlþclxixjykzlÞ

1
6 ðs�1Þ

P
i,j,kðcixiyjzkþcjxiyjzkþckxiyjzkÞ

¼
1

4
:

P
i,j,k,lðcixixjykzlþcjxixjykzlþckxixjykzlþclxixjykzlÞP

i,j,kðcixiyjzkþcjxiyjzkþckxiyjzkÞ
:

ð27Þ

Finally, we can conclude that the above moment variation ratio is
completely determined by the original coordinates of the patch
vertices (under a fixed modulation function shape) and thus is
independent of the value of the global deformation factor s. &
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hiding security and their application to spread-spectrum analysis. In: Proceed-
ings of the international workshop on information hiding; 2005. p. 146–60.

[42] Cayre F, Fontaine C, Furon T. Watermarking security: theory and practice.
IEEE Transactions on Signal Processing 2005;53(10):3976–87.
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