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Abstract

This paper is a contribution to the study of rational discrete hyperplanes, i.e., sets of
points with integer coordinates lying between two parallel planes. Up to translation and
symmetry, they are completely determined by a nonzero normal vector a € N%. If |jal|; >
2¢=1 there are two approximations b, c € N¢ of a, satisfying a = b+c, such that the discrete
hyperplane plane of normal a can be partitioned into two disjoint sets having respectively
the combinatorial structure of discrete hyperplanes of normal b and c. The result is based
on explicit geometrical mappings described by unimodular d x d matrices derived from a and
its approximations. It may have practical interest in discrete geometry for the generation
and recognition of discrete hyperplanes as well as for the decomposition of boundaries of
discrete sets into planar patches.

1 Introduction

Discrete geometry mainly deals with sets of points of integer coordinates considered to be
discretized versions of Euclidean objects. Very basic objects of interest are discrete hyper-
planes [3, 2]. They are notably used to decompose boundaries of finite discrete sets into
planar parts.

In 2d, the set of maximal discrete straight segments along the boundary of a discrete set,
also called tangential cover in [11], can be computed very efficiently [19, 7, 12]. It provides
a multigrid-convergent estimator of length and tangents [4, 21], a way of identifying convex
and concave parts [6, 8, 27| as well as a way of computing compact polygonal representations
[13, 23, 27]. In addition, asymptotic properties of maximal discrete straight segments can
be used to estimate the local amount of noise [18]. See [20] for a summary of possible
applications.

Almost all the above-mentionned results are based on a very fundamental property: any
discrete straight segment large enough can be decomposed into two smaller discrete straight
segments and there is a canonical way of doing so. This result can be obtained from the
splitting formula [31, pp. 153-157] or the standard factorization of Christoffel words [1, pp.
19-22].

We focus in this paper on the extension of such decomposition to dimension d > 2.
The main existing framework for that is based on a representation of discrete hyperplanes
as unions of (d — 1)-dimensional faces and on a geometrical extension of subsitutions, i.e.,
rules that replace faces by sets of faces. We can cite, among other, the pioneering work of
Tto [16], as well as the works done by Fernique [9, 10], and more recently [25]. We propose in
this paper another approach, which has several interesting features compared to the above
framework. A detailed comparison is provided in the last section.

Before describing our approach, let us introduce some notations and definitions. Let
{e1,...,eq} be the canonical basis of R?. We denote by 0 the origin and by 1 = Zle e;
the vector with all coordinates equal to 1. The j-th coordinate of a vector x € R? is denoted
by ;. We focus on rational discrete hyperplanes, i.e., sets of points with integer coordinates
lying between two parallel planes with rational coefficients. We use the standard arithmetical
model introduced in [24]:
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Definition 1. Let a € N?\ {0} be such that ged(a) = 1. The standard arithmetical discrete
hyperplane P(a) is defined as

Pla):={xeZ|0<x-a<|a}. (1)

Note that we assume without loss of generality that the coordinates of a are nonnegative
integers. The case of negative coordinates can be bypassed by symmetry, the case of rational
coordinates, by multiplying all coordinates by their least common multiple. In addition, we
assume that all discrete hyperplanes pass by the origin because translations do not change
the relative position of points.

It is very easy to determine whether a given point x € Z< belongs to P(a) or not: the
scalar product x - a, called the height of x, must fall between 0 and ||a|; — 1.

The adjacency graph associated to P(a) is a graph whose vertices are the points of P(a)
and that has an edge between two distinct points x and y if and only if |[x —y|1 = 1. A
discrete line and its adjacency graph are illustrated in Fig. 1 (a), while a discrete plane and its
adjacency graph are illustrated in Fig. 1 (b). Note that this two-dimensional representation
is obtained by projecting the discrete plane along 1, the squares thus appear as rhombi.
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Figure 1: (Finite parts of) P(2,5) (a) and P(4,9,17) (b). The number displayed close to a point
is its height.

The set of edges incident to a given vertex x is determined by its height. The arrangement
of edges incident to points of same height is thus the same. In 2d, there are only four different
arrangements of incident edges in all discrete lines and at most three in a given one (Fig. 2).
In 3d, there are only eight different arrangements of incident edges in all discrete planes and
at most seven in a given one [14] (Fig. 3).
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Figure 2: All arrangements of incident edges in 2d — (a) and (b) cannot be in the same discrete
line.
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Figure 3: All arrangements of incident edges in 3d — (a) and (b) cannot be in the same discrete
plane. This is close to a vertex-atlas in tiling theory [30, section 5.3].

This paper is an extension of [26]. We show that, for any a large enough, there are two
approximations b, ¢ of a, such that a = b + ¢ and P(a) can be partitioned into two disjoint
sets having respectively the combinatorial structure of P(b) and P(c). More precisely, we
prove the following



Theorem 1. Let a € N9\ {0} be such that gcd(a) = 1 and ||al|; > 2971, There exist two
approximations b, c of a, two subsets Sy, S. C P(a) and two bijective functions gy, g. such
thata=b+c, P(a) =S US., 0 =S NS., g5(S) = P(b), g.(Sc) = P(c), and V5 € [1,d],

x €S8, andx tej € Pla) & gy(x),g5(x) £ e; € P(b),
x€S. andxte; € P(a) & g.(x),9.(x) T e; € P(c).

The last part of the theorem means that the arrangement of edges incident to a vertex of
Sy (resp. S.) is exactly the same as the arrangement of edges incident to g,(x) (resp. g.(x)).
An elementary three-dimensional example is given in Fig. 4. Another example is shown in
Fig. 5.

The paper is organized as follows. In Section 2, we introduce the approximations of a. In
Section 3, instead of focusing on the points of P(a), we focus on their heights, interpreted as
projections on a 1-dimensional subspace determined by a. We derived several results mainly
based on the Euclidean division and relate them to approximations. These two sections
generalize the whole theoretical content of [26].

In addition, we provide a geometric and explicit construction of the decomposition in the
two following sections by taking into account the (d — 1)-dimensional subspace orthogonal
to a. In Section 4, we show how both 1- and (d — 1)-dimensional subspaces are described
by unimodular matrices of size d x d. Slightly different matrices are also used to measure
how far a vector is from a and thus to decide whether it is an approximation of a or not.
With these tools in hand, we prove Theorem 1 in Section 5 and explicitely give the bijective
functions gy, ge.

2 Approximations

The main theorem presented in the introduction involves vectors that approximate a given
nonzero vector accurately enough. More precisely, we use the following

Definition 2. Let a € N\ {0} be such that ged(a) = 1. A vector b € N%\ {0} is an
approximation of a if and only if a—b € N9\ {0}, ged(b) =1 and

[llallsb — [blla[ < [la]1/2. (2)

As explained in [26, Section 4], this definition is closely related to the simultaneous
approximation of fractions (see also, e.g., [15, Section 5.2], [28, Section 6.3]). We prove
below that an approximation always exists provided that a is large enough.

Lemma 2. Let a € N4\ {0} be such that gcd(a) = 1. If ||al|; > 2971, then an approzimation
of a as defined in Definition 2 exists.

Proof. Let us consider the open unit d-cube B := {x € R? | [|x|l < 1/2} and the images B;
and By of B under the orthogonal projection onto the vector 1 and onto the supplementary
subspace, respectively. An illustration in low dimensions is provided in Fig. 6 (a), where 1
points to the right in the case d = 2 and out of the plane of the paper in the case d = 3.
According to a result about unit d-cubes, B; and B} have the same volume [22]. Since the
volume of B; is equal to the unit d-cube’s longest diagonal, one has vol(B}) = vol(B;) = V/d.

Let us consider the open line segment S := {Aa | A € (—1,1)} and the image S; of S
under the orthogonal projection onto 1. Since the scalar projection of +a onto 1 is :I:‘;‘/l,
one has vol(Sy) = %Ha”l.

Finally, let us consider the dilation of S by B7, i.e., D := S & By. It is a symmetric and
convex region. An illustration for d = 2 is provided in Fig. 6 (b), where S and S; are solid
line segments, while D is the gray area.

In addition, there is a shear mapping between S @ By and S; @ B}, where the points are
displaced within hyperplanes of normal vector 1. Since this transformation preserves the
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Figure 4: P(2,3,4) is partitioned into two sets (red and blue), each looking like a collection of
strips (a). When the strips are combined together in (b) and (c), respectively, two discrete hy-
perplanes are obtained, namely P(1,1,2) (d) and P(1,2,2) (e), respectively. The arrangements
of edges in the red (resp. blue) set match those of P(1,1,2) (resp. P(1,2,2)).
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volume, one has,

vol(D) = vol (S & BY)
= vol (81 &) BI)
= vol (B} )vol(S1)

2
= \/ﬁﬁ\\a\h

=2|allx
> 22971 =2¢  (by hypothesis).

By Minkowski’s theorem, since the volume of D is strictly greater than 2¢, D contains at
least a nonzero integer point s. By construction, the scalar projection of s onto 1 belongs
to 81, which means that —% < % < %. Multiplying everything by v/d, one has —a-1 <
s-1<a-l.

Note that s -1 # 0. Indeed, the only way for s to have its coordinates sum to 0, would
be for it to belong to {0} @ By C {0} @ B, but the unit d-cube centered at 0 contains no
integer points other than 0.

Due to the symmetry, one can assume without loss of generality that 0 < s-1. Further-
more, as illustrated in Fig. 6 (c), ﬁa is the projection of s onto S along projecting lines
orthogonal to 1. Since both s and its projection are in D by definition, we have

s-1
—a
llallx

< E which implies  ||(s- 1)a — (|lall1)s||__ < ||a||1~

- 2 2

Now, let us define b := s/ ged(s). It is clear that b-1 = (s - 1)/ ged(s), which implies
O0<b-1<s-1<a-1and

1
ged(s)

From (3), the coordinates of b can be bounded from below and above. Indeed, (3) reads

(s~ D)a— (Jall)s]| < 12l < lall =

[(b-1)a—([lal)b][, = 2ged(s) © 2

lalls
2

allx

Vi e [1,d], —
5 € [1,4], 5

< (b-1)a; — (lall1)b; <

Rearranging the terms of the right inequality, we obtain %aj — % < b;. Since a; > 0 and

b; € Z, it follows that b; > 0 and, as a by-product, b-1 = ||b||;. In addition, since 0 < ||b]|1,
b # 0 and we conclude that b € N\ {0}.

Similarly, rearranging the terms of the left inequality, we obtain b; < H‘;”i aj + % Since
[Ibll1 < |lall1, we have %aj + 1 < a; + 3, which implies b; < a; + 3, hence b; < a;. In
addition, ||b||; < ||a/|; also implies b # a and we conclude that a — b € N?\ {0}.

To sum up,

e b,a—becN?\ {0},

e gcd(b) = 1 by definition of b,

o [(Ibl)a— (lal)bll., < 5 by (3) and b1 = b,
which means that b is an approximation of a according to Definition 2. O

Before ending the section, let us consider a vector a € N?\ {0} such that ged(a) = 1
and an approximation b of a. Let us consider the discrete hyperplanes P(a) and P(b). A
crucial part of Theorem 1 involves a subset S C P(a) and a bijective function g : Z?¢ — 74
such that, for all x € S, there exists an edge between x and x + e; in the adjacency graph

associated to P(a) if and only if there exists an edge between g(x) and g(x) + e; in the
adjacency graph associated to P(b):

x,x+e; € P(a) & g(x),9(x) +e; € P(b).



By considering a function f : Z +— 7Z acting on heights, instead of points, and using the
definition of discrete hyperplanes (Definition 1), the above equivalence translates into:

h,h+a; €{0,...,]|ali =1} & f(h), f(h) +b; € {0,...,|b]1 —1}.

In the following section, we show how to define the subset S (Definition 3) and the
function f (Definition 4) using only ||all1, ||b||; and arithmetical properties. Since, most
of the results are independant, ||a||; and ||b||; are denoted by two positive integers A and
B, respectively. These preliminary results will be completed in Section 5 with the explicit
construction of the function g.

3 Arithmetical Results

The heights of the points of a discrete hyperplane form a range of consecutive integers
(Definition 1). That is why we gather in this section useful results about such ranges. Given
two integers i, j € Z, [i, j] denotes the set of all integers ranging from 4 to j (the set is empty
it i > j).

Definition 3. Let A, B € N\ {0} be two positive integers such that B < A. Let D € Z be
any integer. The set H(A, B, D) is defined as follows:

H(A,B,D):={he[0,A—1]| (hB — D) mod A < B}. (4)

The above definition provides a way of partitioning the set [0, A — 1] as shown in the
following

Lemma 3. Let A, B € N\ {0} be two positive integers such that B < A. Let D € 7 be any
integer. Let H be defined as in Definition 3. The sets H(A, B, D) and H(A,A— B,—D +1)
partition [0, A — 1].

Proof. Obviously, Vh € [0, A — 1], either h € H(A, B, D) or h ¢ H(A, B, D). The whole
point is therefore to show that h ¢ H(A, B, D) is equivalent to h € H(A, A — B,—D +1).

By definition, h ¢ H(A, B, D) means that hB — D(modA) € [B, A — 1]. However, by
symmetry around 0, this is equivalent to —(hB — D)(mod A) € [1, A— B] and by translation
by —1, this is equivalent to —(hB — D) — 1(modA) € [0,A — B — 1]. See Fig. 7 for an
illustration.

Figure 7: The intervals [B, A — 1], [1, A — B] and [0, A — B — 1] are depicted with a sequence
of concentric circular arcs, starting with the innermost arc and going outward.

Furthermore, —(hB — D) — 1(modA4) = h(A — B) — (=D + 1)(modA). As a result,
h(A—B)—(—D+1)(modA) € [0, A — B — 1], which means that h € H(4,A— B,—-D+1)
by definition. O

The largest (resp. smallest) integer less (resp. greater) than or equal to x is denoted by
|z| (resp. [z]). In the following definition, we introduce a function that bijectively map
H(A, B, D) to [0, B — 1] under certain conditions.



h o 1 2 3 4 5 6 7 8

(3h —1) mod 9 < 3 2 5 8 2 5 8 2 5
6h mod 9 < 6 0 6 3 0 6 3 0 6 3
[3h—1)/9] 1 0 0 0 1 1 1 2 2
16h/9)] O 0 1 2 2 3 4 4 5

Table 1: In the top row, the range [0,8] is partitioned into two subsets: #(9,3,1) in red
and H(9,6,0) in blue. The two middle rows show how the subsets are computed according to
Definition 3. The two last rows shows the functions mapping those subsets to the ranges [0, 2]
and [0, 5] respectively.

Definition 4. Let A, B € N\ {0} be two positive integers such that B < A. Let D € 7 be
any integer. Function f(A, B, D) : Z — 7 is defined such that:

B D)) = | P, )
and function f'(A,B,D) : Z — Z such that
/ _ [PA+D) _ | zhA-D
ras. o) = [ MEE] | 22 ©)

The previous definition is illustrated in the two last rows of Table 1. We will show in
Lemma 4 that f(A, B, D) is indeed bijective on the range H(A, B, D) and that the inverse
is f'(A, B, D) whatever the value of D. Then, we will show in Lemma 5 that the image of
f(A,B,D) is [0, B — 1] for specific values of D.

To simplify the notation, we will write in this section f(h) instead of f(A, B, D)(h), using
the full form only when the parameters differ from A, B, D.

Lemma 4. Let A, B € N\ {0} be two integers such that B < A. Let D € Z be any integer.
Let M, f, f' be defined as in Definitions 3 and 4. For all h € H(A, B, D), f'(f(h)) = h and

F(f'(h) = h.

Proof. We first consider f’ ( f (h)) and set 73, to be the remainder of the Euclidean division
of hB— D by A. We have f(h)A = (hB — D) — 1. Thus,

f/(f(h)) I _f(h);_'DJ

_ |-hB+D+r,—D
= B

Th
= — —h —
(-m+ %]
However, h is an integer and 0 < r,/B < 1 because h is assumed to be in H(A, B, D)
and therefore, 7, in [0, B — 1]. Consequently, f'(f(h)) = —(—h) = h.
Simiarly, in order to simplify f’ ( f (h)), we set 77, to be the remainder of the Euclidean
division of —hA — D by B. We have —f'(h)B = (—hA — D) — r},. Thus,

() = | HE2

hA+D+r, —D
A

_ "h
— |+ 2]

However, h is an integer and 0 < 7}, /A < 1 because r; € [0,B — 1] C [0,A —1].
Consequently, f(f'(h)) = h. O



Lemma 5. Let A, B € N\ {0} be two positive integers such that B < A. Let H, f be defined
as in Definitions 3 and 4. For all D € [-B+1,A—B] and h € H(A, B, D), f(h) € [0, B—1].

Proof. The proof is based on the equality hB — D = f(h)A + r, with r € [0, B — 1] (by
Euclidean division, the restriction to [0, B — 1] coming from the fact h € H(A, B, D)). We
now separately consider the lower and upper bound.

We first bound hB — D from below using 0 < h and —A+ B < —D:

—A+B<hB-D.
Then, we replace hB — D by f(h)A + r to equivalently get:
—A+B< f(h)A+r.

Using r < B — 1, we finally get:

—A+ B < f(h)A+ B — 1. Therefore, —1+% < f(h),

which is equivalent to 0 < f(h) because A is positive and f(h) is an integer.
We then bound hB — D from above using h < A—1and —-D < B —1:

hB—D<AB-B+B-1.
Then, we replace hB — D by f(h)A + r to equivalently get:
f(WA+r < AB-1.

Using 0 < r, we finally get:

1
f(h)A < AB — 1. Therefore, f(h) < B — T
which is equivalent to f(h) < B — 1 because A is positive and B, f(h) are integers. O

We proceed with the following result, which is crucial for the rest of the paper (see, e.g.,
Corollary 7).

Lemma 6. Let A, B € N\ {0} be two positive integers such that B < A. Let H, f be defined
as in Definitions 8 and 4. Let aj,b; € N be two nonnegative integers such that a; < A and
b; < B. Let Q; be set to a; B — b; A.

Forall@Q>1Q;|, De[-B+1+Q,A—B—Q] and h € H(A, B, D),

ajgh(:)bjgf(hL hSA—aj—l@f(h)SB—bj—l

Note that the subscript j has no particular signification in this lemma; a; and b; are
plain labels just as v and v could be. We chose however those names to more easily use the
lemma later, where a; and b; will be taken from the j-th coordinate of two vectors.

Proof. We use the same approach as in the proof of Lemma 5. In particular, we use the
equality hB — D = f(h)A+r, with r € [0, B — 1].

For both bounds, we can separately show the forward implication for all D € [-B+1+
Qj,A— B —(@Q,] and the backward implication for all D € [-B+1—Q;,A— B+ Q,]. The
equivalence is then implied for all D in the intersection of the two previous ranges, i.e., for all
D e [-B+1+|Qj|,A—B—|Q,|]. The final result follows because [-B+1+Q,A— B - Q)]
is included in [-B + 1+ |Q,|, A — B — |Q;|] for all @ > |Q;|.

Now, we focus on the lower bound, the proof for the upper bound being similar is left to
the reader.

For the forward implication, we first bound hB — D from below using a; < h and
-A+B+Q; <-D:

GJB—A-FB-FQ] S hB—D

Then, we replace @; by b;A —a;B and hB — D by f(h)A+ r to equivalently get



Using r < B — 1, we finally get:

1
—A+ B+0b;A< f(h)A+ B — 1. Therefore, b; — 1 + 1 < f(h),
which is equivalent to b; < f(h).
For the backward implication, we conversely first bound f(h)A + r from b; < f(h) and
0<r:
b;A< f(h)A+r.

Then, we replace f(h)A+r by hB — D to equivalently get
bjA<hB—-D < b;A+ D <hB.

From —B 41— @; < D and replacing ); by b;A — a; B, we obtain

f— 3

1
a;B — B +1 < hB. Therefore, a; — 1+ B <h

which is equivalent to a; < h. O

To end the section, we relate the above results, especially Lemma 6, to approximations.
Let us consider a vector a € N9\ {0} such that ged(a) = 1 and an approximation b of a.
Let us consider the quantities A := ||a||1, B :=||b||1. For all j € [1,d], we have 0 < a; < A
and, since b € N?\ {0}, 0 < b; < B. Since a—b € N\ {0}, we also have B < A. In
addition, Q > |la(||bl|1) — b(||:e1||1)Hoo obviously implies Q > |a; B — b; A| for all j € [1,d].
Therefore, we obtain the following corollary of Lemma 6.

Corollary 7. Let a € N4\ {0} be such that ged(a) = 1. Let b be an approzimation of a
according to Definition 2. Let H, f be defined as in Definitions 3 and 4.
For all Q@ > |a(|[b]l:) — b(llall1)|| . D € [=Ibli +1+Q,lali = [bl: — Q[ h €

Hoo’

H(lals, [blls, D) and j € [1,d],
a; < h < b; < f(llall, |Iblli, D)(R), (1)
h < lally —a; — 1< F(lall, b, D)(h) < [[b]ly — b; — 1. (8)

Another corollary can be deduced by setting @ := ||a([|b[l1) — b(/lall1) Hoo, because in
that case D always lies in a non-empty set. Indeed, since b is an approximation of a, we
have by definition 2Q < ||a||; — 1, which is equivalent to —||b||; + 1+ Q < ||la]js — ||b]l1 — @-

As a consequence, there exists a value for D such that, using f = f(||lall1, ||b||1, D), the
following equivalence

h,h+a; € [0, ]|aly — 1] © f(h), f(h) +b; € [0, |b|l1 — 1]

is true for all h € H(||a||1, ||b|l1, D).

This result is illustrated in Fig. 8, where the heights of the points are listed in increasing
order from left to right (top row for a, bottom row for b). For a vector v € {a,b} and
every height h, the segments at angle 47/3, 0, 27 /3 respectively represent the edge between
a point of height h and a neighbor of height h+ vy, h+vs, h+ v3, where angles are measured
counterclockwise with respect to the horizontal segment directed to the right. Symmetrically,
the segments at angle 7/3, m, 5m/3 respectively represent the edge between a point of height
h and a neighbor of height h — vy, h — vo, h — v3.

Since (1,2,3) is an approximation of (2,3,4), there exists D such that f(9,6, D) maps
H(9,6,D) (the blue part of the top row) to [0,5] (bottom row) and the arrangement of
segments is the same around a given h and the corresponding f(9,6, D)(h). Note that D is
equal to 0 in Fig. 8.

As a counter-example, let us consider (1,1, 3). It is a nonzero vector with nonnegative and
coprime coordinates. Each of its coordinates is smaller that the corresponding coordinate of
(2,3,4). However, (1,1, 3) is not an approximation of (2,3,4) because

15(2,3,4) — 9(1,1,3)]lse = (1,6, ~7)[|oc = 7 > 9/2.
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Figure 8: Lists of the arrangements of edges in the adjacency graph associated to P(2,3,4)

(top) and P(1,2,3) (bottom) sorted by height. The blue part of the top row is combinatorially
equivalent to the bottom row and there is a bijective function that maps the heights of one set
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Figure 9: Lists of the arrangements of edges in the adjacency graph of P(1, 1, 3) sorted by height.
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The combinatorial structure of P(1, 1, 3) is represented in Fig. 9. Three different arrange-
ments of edges, around the points of height 1, 2 and 3, are not present in P(2,3,4) (Fig. 8,
top row). It is thus not possible to retrieve P(1,1,3) from P(2,3,4).

With Corollary 7, we are close to be able to prove our main theorem. However, we lack
geometrical results in order to deal with points instead of heights and explicitely construct
the functions g, and g, involved in Theorem 1. The next two sections aim at filling that gap.

4 Matrix-Based Encoding of Approximations

In this section, we propose to use a unimodular matrix, i.e., of determinant +1, to store both
a and at least one of its approximations, because we can derive from it orthogonal vectors
and measures of how far the other column vectors are from a.

We denote by I the identity matrix, by ‘M, the transpose of M and by ‘M, the cofactor
matrix of M. We recall below several well-known results: (9), (10) and (11), can be found
respectively in [29, 4.35, 4.36, 4.37]).

‘MM = ‘M M = det(M)I, (9)
(°M) = det(M)42M, (10)
det(“M) = det(M)4~ 1. (11)

We also use the notation M & x for the matrix obtained from M where its i-th column
as been replaced by a vector x, i.e.,

M@x:M(I—eitei)—i—xtei.

We gather below several results that will be discussed afterwards.

Proposition 8. Let U be a unimodular matrixz of size d x d such that the entries of the last
column do not sum to zero, i.c., '1Ueq #£0. Let 'V be set to ‘U & 1. We have the following

results:
V = “UW, where W = I & det(U) ‘U1, (12)
det(V) = det(U)?("1Uey), (13)
det(“V) = ("1Ueq)" ", (14)
1V = det(V) ‘eq, (15)
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Ve, = det(U)? 2 Uey, (16)
Vi€ [1,d — 1], “Ve; = det(U)* ! (( 1Ue;) Ue; — (terZ-)Ued) (17)

Proof. First, (12) comes from (9), the unimodularity of U and the very definitions of V and
W:
UW = “U(I & det(U) "U1)
=U (I —eq ted + det(U) tU]_ ted)
=U(I—-ey'eq) +det(U) U'Ul'ey
| —
det(U)2=1
= CU(I —€g ted) +1 ted
—ud1=vV.
The determinant of W can be computed by its cofactor expansion along the last row

because the only nonzero entry in the last row is the very last one, equal to det(U) “1Uey,

and its corresponding cofactor is 1. As a result, det(W) = det(U) ‘1Ue,. Using (11) and
(12), one can derive (13) as follows:

det(V) = det(U) det(W) = det(U)?1Ue,.

—_——
det(U)d—1 det(U) 1Ueq

Then, using (11) and noticing that det(U)¥4=1 = 1, (14) follows. It is also possible to
derive (15) from (9) and the very definition of V:

1V = 'eg 'V V = det(V) ‘eq.

Multiplying both sides of (12) by "U on the left and t(CV) on the right, then transposing
both sides, we obtain
det(V)U = det(U) “V 'W.

Using (13), the above equation simplifies into
det(U)41('1Uey)U = °V'W

and implies
Vi € [1,d], det(U)?"!("1Ueq)Ue; = °V 'We,.

We now separately address the cases ¢ = d and i € [1,d — 1] in order to prove (16)
and (17), respectively. We first replace "Wey by det(U) ( t1Ued)ed in the above equation to
obtain

det(U)4!('1Ue,) Ue, = det(U)( ‘1Uey) “Vey.

Since 1Uey # 0 by hypothesis and det(U) = £1, we divide both members by det(U) ( t1Ued)
to obtain (16).
Similarly, for all ¢ € [1,d — 1], "We, is equal to e; + det(U) ( t1Uei)ed, which leads to

det(U)*( terd)Uei =V (ei + det(U)( t1Uei)egl)
and, rearranging the terms, to
“Ve; = det(U)*"!(“1Uey) Ue; — det(U)(‘1Ue;) “Ve,.
Using (16), we then obtain (17). O

Proposition 8 is illustrated by numerical examples in Table 2 for d = 2 and d = 3. The
reader can check the equations, especially

e (13) and (14) (the determinants are given in the table),

12



1 1 7 7
01 2 -1 -2 -1 5 1 -2 2 2
025 -1 -2 1 -1 -2 1 -5 -2 5
1 3 7 1 0 0 1 0 1 70 7
1 1 14 142
11 2 -2 -1 1 -2 -1 1 3 1 -2
11 3 0o 2 -1 0o 2 1 0 -3 -3
1 2 4 1 -1 0 1 -1 1 -3 2 —4

92

|
—_
—_

|
Ne

Table 2: Illustration of Proposition 8 for d =2 and d = 3.

e (15), which essentially states that, for the first d — 1 columns of “V, the entries sum to
zero,

e (16), which essentially states that the d-th column of U and “V are equal (provided
that det(U) = 1, otherwise they are opposites for any odd d).

Furthermore, the right term of (17) is very close to the left term of (2) when matching
Ue; and Uey with b and a. Actually, “Ve; measures how far Ue; is from Uey. In particular,
if 2] “Veq|loo < “1Ue,, then Ue, is an approximation of Ue, provided that Ue;, U(eqs—e;) €
N¢\ {0} is also true. By dividing both members of (17) by det(U)?~!('1Ue,), we obtain

1 (1Ue;)

’ det(U)d—l(terd) Ve =Ue: ~ (terd) Uea.

Vie[l,d—1]

The right member is the difference between Ue; and its projection onto Uey done orthogo-
nally to 1. This difference is actually equal to “Ve; up to a factor. Fig. 10 illustrates this
relation. Note that the sign of the factor is negative if and only if det(U) = —1 and d is
even.

Figure 10: Geometrical interpretation of (17) and approximations.

The connection with approximations is also made explicit in the following existence result:

Lemma 9. Let a € N%\ {0} be such that gcd(a) = 1 and ||al|; > 2971, There exist an
approzimation b of a and a unimodular matriz U of size d X d such that Ue; = b and
Uey ; = a.

Note that the two conditions involve specific columns of U, namely the first and last one,
but any other choice works as well by column permutation.

13



Proof. The set of all approximations of a is discrete, finite and, according to Lemma 2,
not empty. In addition, by the very definition of approximation (Definition 2) and the
hypothesis ged(a) = 1, no approximation depends linearly on a. Therefore, there must
be an approximation b such that the convex hull of {0,a,b} does not contain any other
approximations (see Fig. 11). Since every integer point lying in a certain convex region
surrounding {0, a, b} is an approximation, the convex hull of these points does not contain
any integer points other than 0,a and b. By symmetry with respect to a/2, the same is true
for the convex hull of {0,a,a— b} and the union of these two triangles, which together form
the convex hull of {0,a,b,a— b}, does not contain any integer points other than 0,a, b and
a — b. As a result, all integer points in the span of a and b are also in the 2-rank lattice
generated by a and b. Otherwise stated,

Y(a,B) € R?, ca+ b € Z¢ = (a, ) € Z2.

Figure 11: Two-dimensional illustration of the proof of Lemma 9. Approximations of a, depicted
with crosses, are integer points lying in a convex region, here bounded by dotted line segments.
The convex hull of {0,a,b,a — b} does not contain any integer points other than its vertices.

By [28][Corollary 4.1.c and its proof], the above implies that there exists an d x d uni-
modular matrix M such that
I
Mila,b] = (0> ,

where the right member, known as the row-style Hermite Normal Form of [a, b], is composed
of a 2 x 2 identity matrix and zeros in the d — 2 last rows. It follows that M~'e; = a,
M~le; = b and U is obtained after two column permutations of M1, O

To sum up, we use a unimodular matrix U whose last column is a and whose first column
is b, an approximation of a. By the equality U ‘U = +I, the first d — 1 columns of ‘U are
orthogonal to a and the d-th column of “U has a scalar product equal to 1 with the vector
a, thus brings a point of height A to a point of height h + 1 (Fig. 12).

6

Figure 12: P(2,5) and P(2,3,4) are represented in (a) and (b) respectively, with the column
vectors of “U depicted with arrows. See the top and bottom rows of Table 2 to know what is
‘U in (a) and (b) respectively.

In addition, by (15), the first d — 1 columns of “V are orthogonal to 1 and by (17), their
lso-norms measure how far the first d — 1 columns of U are from a. Since the first column
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of U is an approximation of a, the first column of °V, i.e., “Vey, is rather short, because its
norm is bounded from above as follows: 2| “Ve1||~ < a1

5 Geometric Results

In this section, we propose a geometrical interpretation of the partitioning introduced in
Section 3 (Definition 3), from which we can derive a bijective function acting on points.

To do so, we consider a unimodular matrix U and the associated matrix V defined as
in the previous section. In order to simplify the notation, we denote by b,a,t;,t, and
s, the column vectors Uey, Uey, — “‘Ue; / det(U), “Uey/ det(U) and — Ve, / det(U)?~ !, re-
spectively. The factors are chosen so as to make positive all the scalar products involved in
condition (22) below.

On one hand, (17) writes s = (||b|l1a — ||a/|1b) and on the other hand, using the relation
(9), we have

a-t, = (‘eq 'UUe;)( —1/det(U)) =0, (18)
b t, = ('e; U Uey)(1/ det(U)) =0, (19)
a-t, = (ted U “Uey) (1/det(U)) =1, (20)
b-t, = (‘e; U Ue;)( —1/det(U)) = -1 (21)
Combining all previous results, we obtain
sty = (|[blra—[lallib) - t, = [|a]|1,
st = ([bllha —lla]ib) - ta = [[bl]:.
Now, let us consider the set of points x € P(a) such that
(s-x)mod (s-tp) < (s-tg). (22)

They are located in regularly-spaced strips orthogonal to s as shown in Fig. 13. The width
of the periods is determined by the projection of t, onto s and is equal to ||a]|;, while the
width of the strips is determined by the projection of t, onto s and is equal to ||b]|;.

1)

ty

bl

llally

Figure 13: Geometrical interpretation of the partitioning, see (22).

Since s - t, = ||a||1, s - t, = ||b|l1 and

s-xmod |[afly = (|[bll1a — [[a[|1b) - x mod [|a]|y
= (a-x)|[bl[y mod f[all,,

(22) is equivalent to (a - x)[/b||; mod ||al|; < |/b||1, which is exactly the condition used in
Definition 3, when matching a - x, ||b||; and ||al|; with h, B and A, respectively. Fig. 13
therefore shows where are the points x € P(a) such that a - x belongs to #H(||al1, [|b]1,0).
The use of a value distinct from 0 for parameter D in H(||al|1, [|b||1, D), only adds an offset
between the origin and the first strip.
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Furthermore, we can derive a function that takes the strips as input and combines them
together in order to cover the whole space as output. That geometrical function is based on
a discrete function that numbers the periods. Then, the strips are translated by an amount
that depends on the index of its period. More precisely, the strip of the k-th period is
translated by k(t, — t;): it is first translated by —kt; to place it in the first period and it is
then translated by kt, to place it right after the first K — 1 and previously-translated strips.

Note that we can number the periods by the following discrete function,

FOXJ _ Va-X)Hb“l —b~xJ = f(lall1. [bl1,0)(a-x) —b-x,

lallx llallx

where f is introduced in Definition 4. We thus propose the following

Definition 5. Let U be a unimodular matriz of size d X d such that a :== Ue; and b := Uey
are both in N%\ {0}. Let t be equal to “U(e; + eq)/det(U) and D € 7 be any integer. Let
Iy [ be defined as in Definition 4.

Function g(U, D) : Z¢ — 7% is defined such that

9(U, D)(x) :=x+t(f([lal1, [bl:. D)(a x) - b-x), (23)
and function g'(U, D) : Z¢ — 74 such that
9'(U, D)(x) = x +t(f (a1, [bll,, D)(b - x) — a-x). (24)

To simplify the notation, we will write in the sequel f(h) instead of f(||a||1, ||bll1, D)(h),
g(x) instead of g(U, D)(x) and similarly for f’ and ¢'.
Using Lemma 4, we show below that g is indeed bijective and that the inverse is ¢'.

Lemma 10. Let U be a unimodular matriz of size d X d such that a := Ue; and b := Uey
are both in N4\ {0}. Let D € 7 be any integer. Let H,g,g’ be defined as in Definitions 3
and 5. For all x € P(a) such that a-x € H(||al|1, ||b]l1, D), ¢'(9(x)) = x and g(¢'(x)) = x.

Proof. As previously, we introduce the following notation: t, := — “Ue;/det(U), t, =
“Uey/ det(U) and t :=t, — t, = U(e; + ey)/det(U).

By (18), (19), (20) and (21), we have a-t = b -t = 1, which leads to the following
equalities:

b-g(x)=(b-x)+(b-t)(f(a-x) —b-x) = f(ax), (25)
a-g'(x)=(a x)+(a t)(f(b-x)—a x)=f(b-x), (26)
a-g(x)=(a-x)+(a-t)(fla-x)—b-x)=fla-x)+a-x—b-x, (27)
b-g'(x)=(b-x)+(b-t)(f/(b-x)—a-x)=f(b-x)+b-x—a-x. (28)

From there, we simplify
9'(9(x)) = g(x) +t(f'(b-g(x)) —a-g(x))
as follows:
e g(x) =x+t(f(a-x) —b-x) by definition,
o f/(b-g(x)) =f(f(a-x)) =a-x by (25) and Lemma 4,
e —a-g(x)=—f(a-x)—a-x+b-x by (27).
Putting all together, we obtain
g (gx) =x+t(fla-x)—b-x)+t(a-x— fla-x)—a-x+b-x) =x.
Similarly, we have
9(9'(x)) = ¢'(x) +t(f(a-¢'(x)) = b-g'(x))
and

e ¢/(x) =x+t(f(b-x)—a-x) by definition,

16



e fa-g'(x))=f(f'(b-x)) =b-x by (26) and Lemma 4,
e b-g(x)=—f'(b-x)—b-x+a-x by (28).
Putting all together, we obtain
g (gx) =x+t(f'(b-x)—a-x)+t(b-x— f(b-x)—b-x+a-x)=x.
O

Using Lemma 5, we show below that the image of g is equal to P(b) for specific values
of D.

Lemma 11. Let U be a unimodular matriz of size d X d such that a := Ue; and b := Uey
are both in N9\ {0}. Let D € 7Z be any integer. Let H, g be defined as in Definitions 3 and 5.
For all D € [—||b|l1+1, ||alls — ||bll1] and for allx € P(a) such that a-x € H(||a||1, b1, D),
9(x) € P(b).

Proof. By Lemma 5, we have for all x € P(a) such that a-x € #H(||a||1, /b1, D),
0< fax) < bl - 1.

where f is introduced in Definition 4.
By (25) and the very definition of discrete planes, the conclusion follows:

0 <b-g(x) <|bll1 — 1. Therefore, g(x) € P(b).
O

To sum up, the bijective function g, which acts on points, is consistent, by projection,
with the bijective function f, which acts on heights (Fig. 14).

S

T

H([lall1, [[bll1, D) [0, [Ibflx — 1]

N F

projection

1

9 =9
{x € P(a) |a-x e H(|al,[bl, D)} P(b)

9

Figure 14: Domain and image of f and g (see Definitions 4 and 5).

Before proving our main result, note that functions g, ¢’ are naturally extended to sets
of points: the image of a set of points under these functions is the set of the images of the
individual points.

Let us recall Theorem 1:

Theorem 1. Let a € N9\ {0} be such that gcd(a) = 1 and |alj;y > 2971, There ewist
two approzimations b,c € N of a, two subsets Sp,S. C P(a) and two bijective functions
gb,ge such thata=b+c, Pla) =S, US,, 0 =8NS, 9(Sy) = P(b), g(S.) = P(c), and
vj e [1.d],
xeS8, andxtej € Pla) & g(x),g5(x) £ e; € P(b),
x€S.andxtej € Pla) & go(x),9.(x) L e; € P(c).
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Proof. By Lemma 2, there exists an approximation b of a (Definition 2). We can partition
P(a) using H (Definition 3) and a parameter D € Z to determine later:

8= {x € P(a) | a-x € H([alr. b1, D)},
8.:={x e P(a)|a-x € H(lal. [alls — [b]1.~D + 1)}.

The fact that S, and S, partition P(a), i.e., P(a) = S,US, and 0§ = S,NS,, straigthforwardly
comes from Lemma 3.

By Lemma 9, there exists a unimodular matrix U such that Ue; = b, Uey; = a. Let us
set gp to g(U, D) (Definition 5). The domain of g, is exactly Sy by definition. It is bijective
(Lemma 10) and, if D € [—||b|l1 + 1, [|al]js — [|b]|1], its image is P(b) (Lemma 11). In that
case, we have thus

x €Sy & gv(x) € P(b)
and it remains to check that the arrangement of edges incident to x € S in the adjacency

graph associated to P(a) is equal to the arrangement of edges incident to gp(x) in the
adjacency graph associated to P(b), i.e., for all x € S, and all j € [1,d],

x:l:ej S P(a) = gb(X) + €e; € P(b)

Focusing on the case +e; and using the definition of discrete hyperplanes (Definition 1),
this amounts to showing that for all x € S, and all j € [1,d],

a-x < |afli —a; =1 & b-gy(x) <|bfi —b; - 1.

Let Q be equal to [|a(||bll1) —b([lall1)||__. By (8) and the discussion that follows Corol-
lary 7, for all D € [—|/b|l1 + 1+ @, ||a|l1 — ||b|l1 — Q] (the set is not empty), for all x € S
and all j € [1,d],

a-x < |ally —a; =1 & f([la]l1, [bll1, D)(a-x) < [/blly —b; — 1,

where f is introducted in Definition 4. By (25), we can replace f(||a||1,[|b]l1, D)(a - x) by
b - gp(x) to get the result.

For the opposite edges, we can apply the same line of reasoning, using (7) and —e; instead
of (8) and +e;.

To complete the proof, we set g. to g(U’, D), where D’ € Z is an integer to determine
later and U’ is obtained from U by replacing its first column by ¢ := a — b. Note that U’
is unimodular since it is obtained from U by elementary column operations. In addition, c
is an approximation of a:

e ged(c) =1 because U’ is unimodular,
e c=a—b,a—c=becN?%\ {0} because b is an approximation of a,

‘(Hc”l)a— (||a||1)cHoo < il because

(lelln)a— (lall)e = (Jally — [b]l)a — Jall(a — b)
= (Jall)a— (Jall:)a— (Ibll)a-+ (Jali)b
= —((Ibl1)a - (Jal)b)
and
| = (pia—(lal)p)|| = [[(Bl)a—(lal)s| < ilal:,

where we used (2) for the upper bound.

To be able to do for g., what we did for g, it is enough to check that we can choose a
value for D’ that is consistent with the one of D. On one hand, the definition of S. implies
that D’ = —D+1. On the other hand, D must belong to [—|/b|l1 + 1+ @, ||a]|1 — ||b]l1 — @],
while D’ must belong to [—|c|ls +1+ @', ||al]l1 — ||c]ls — Q'], where

Q= ||(lel)a— (lal)el| =|(bl)a - (lal)p|_=e.

We can indeed check that

D'=-=D+1¢€[~[ali+ bl +Q+1, bl - €I,

where the interval is also equal to [—|/c|l1 + 1+ @', ||a]l1 — ||c|l1 — @], which concludes. O
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6 Conclusion, Discussion, Perspectives

We have shown in Theorem 1 that for any a large enough, there are two approximations
b,c of a, such that a = b 4+ ¢ and P(a) can be partitioned into two disjoint sets having
respectively the combinatorial structure of P(b) and P(c).

Note that such partition does not exist for all a. In particular, it may not exist for a too
small a, i.e., if ||a|; < 2¢7L. By enumeration over the finite set of vectors a € N¢\ {0} such
that ||al|; < 2971, the list of the vectors that has no approximation can be exhibited in small
dimension: they are, up to a permutation of the coordinates, (0,1), (1,1) in 2d (Fig. 15) and
(0,0,1), (0,1,1), (1,1,1), (1,1,2) in 3d (Fig. 16).

|

(2) (b)

Figure 15: Arrangements of incident edges in the discrete lines of normal (0,1) (a) and (1,1)
(b). Those discrete lines cannot be decomposed according to our criterion, because their ar-
rangements of incident edges are not present in other discrete lines of shorter normal vectors.

() (b) (c) (d)

Figure 16: Arrangements of incident edges in the discrete planes of normal (0,0,1) (a), (0,1, 1)
(b), (1,1,1) (¢), (1,1,2) (d). Those discrete planes cannot be decomposed according to our
criterion, because their arrangements of incident edges are not present in other discrete planes
of shorter normal vectors.

Note also that our partition is generally not unique for two main reasons. On one hand,
there may be more than two approximations when d > 3. For example, (1,1,1), (1,1,2),
(1,2,2), (1,2,3) are all approximations of (2,3,4) (compare Fig. 4 with Fig. 17).

On the other hand, for each pair of approximations, there may be several possible values
for the offset parameter D (Fig. 18).

Contrary to the previous works based on a geometrical extension of substitutions (see,
e.g., [16, 9, 10, 25]), our approach has several interesting features. It is based on a repre-
sentation of discrete hyperplanes as sets of points (Definition 1), instead of sets of (d — 1)-
dimensional faces, which is simpler and more common in discrete geometry. It relies on the
notion of approximations (Definition 2) and does not depend on a multidimensional con-
tinued fraction algorithm such as Jacobi-Perron [16] or Brun [10]. Our approach also relies
on an explicit and easily interpretable floor function (Definitions 4 and 5), instead of a dis-
cretization mechanism, which is implicitly described by a substitution and prone to fractal
effects. Finally, it guarantees a strong combinatorial property involving the arrangements of
edges incident to every nodes in the adjacency graphs. This explains why there are a few
cases for which there is no decomposition in our approach, while a decomposition always
exists with the substitution-based approach. For example, consider a straight line of normal
(1,1). It can be represented as an alternated sequence of horizontal and vertical unit straight
segments. There are 90-degree corners between two consecutive unit straight segments. It
can be decomposed into horizontal (0, 1) and vertical (1,0) lines with the substitution-based
approach. However, since there is no corner in the horizontal and vertical lines, this de-
composition does not preserve the arrangements of incident edges as it is required in our
approach (Fig. 15). It is not clear yet, if that requirement is an advantage or a disadvantage
for the future applications, but in the latter case, it would be easy to remove the undesired
constraints and adapt our results.
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A short-term perspective is to design an efficient algorithm to compute the required
matrix from the input vector a. Even if the proofs of Lemmas 2 and 9 are not totally
constructive, they provide hints on how it can be done. A first approach consists in finding
an approximation b by a brute-force search and then, computing the Hermite Normal Form
of [a, b] (see, e.g., [28, Section 5.3], [5, Algorithm 2.4.5]). Another approach consists in first
computing a unimodular matrix M such that Me,; = a from the Hermite Normal Form of a
only, then finding an approximation as a linear combination with integer coefficients of the
first d — 1 columns of M. For this task, one may use a lattice basis reduction in infinity
norm (see the end of Section 4). This is not so easy in arbitrary dimension, but in dimension
three, the lattice has rank two, and the lattice basis reduction can be done efficiently, even in
the loo-norm [17]. The only challenge is to limit the size of the involved integers during the
whole computation. However, it is certainly possible to work modulo a well-chosen integer.

Building on that, another perspective is to design algorithms that recursively decompose
a given discrete plane into building blocks or, conversely, generate the discrete plane defined
by a given normal vector from the same building blocks. That kind of algorithms can be
translated into plane-probing algorithms, because a similar link has been shown with the
substitution-based approach [25]. With these algorithmic tools in hand, it would then be
possible to look at the problem of decomposing boundaries of 3d discrete sets into planar
patches with fresh eyes.
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