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Abstract In this paper, we present a new document

classification based on physical layout features and graph

b-coloring modeling. In order to reduce the computing time

and to increase the performance of our automatic reading

system, we propose to pre-classify the business documents

by introducing an Automatic Recognition of Documents

stage as a pre-analysis phase. This phase guides others

involved in the recognition process of the documents

contents. Once the document type is identified, the reading

system will use its corresponding information source to

improve the recognition of its logical layout, the selection

and parameterization of the OCR, and the final decision of

sorting. The graph coloring model is introduced for both

layout analysis and document classification. The proposed

method is reliable, robust to various constraints and guar-

antees a real-time answer to the sorting of business

documents.

Keywords Layout extraction � Classification of business

documents � Document sorting by industrial vision �
Pattern recognition � Real-time processing � Graph coloring

1 Introduction

The automatic processing of documents is a significant

added value to the companies. It makes more accessible

the rich documentary heritage and allows new services

which can improve the organization of companies. In

particular, the automatic sorting of documents saves time

and reduces the costs of manual handling. This field of

experimentation of new technologies requires all the

analytical steps from the lowest level (preprocessing and

segmentation of images) to the highest level (recognition

and decision). Current trends are moving towards

increasing the accuracy and robustness of the embedded

approaches of recognition to process images of docu-

ments that have heterogeneous content (printed or

handwritten). In order to break the actual limits of the

OCR, the solution consists of improving the overall

organization of the computer vision system by intro-

ducing feedback loops and other processes which bring

new information about document contents at each stage

of the processing. By taking into account the type of

documents, the layout, the text, the typography of char-

acter (fonts and style for printing and writing type for

handwritten documents), we can achieve an intelligent

recognition. Any recognition system of documents

requires the introduction of prior knowledge related to

the type of document to be recognized [1]. Most of these

recognition systems embed this knowledge into the

program directly which becomes difficult to adapt for

new documents.

The Automatic Recognition of Documents (ARD) sys-

tem is used for document classification, which provides

information to various stages like the OCR, the layout

analysis stage, the decisions stage and the selection of the

adapted dictionaries (Fig. 1).
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The introduction of an ARD stage in the overall scheme

of a documents sorting system remains an unsolved prob-

lem, which must respect several constraints:

• A large variety of documents from different origins

having various structures which contain both handwrit-

ten and printed text using textured background (Fig. 2);

• A real-time processing (only a fraction of second for

the recognition);

• A high recognition result to avoid the expensive manual

correction by video coding;

• A high image resolution (300 dpi) which slows down

the analysis;

• The superposition of different information layers

(marks, logo, handwritten notes …).

To satisfy all these constraints, we propose a flexible

ARD architecture based on a new approach, which uses the

hierarchical coloring of graphs. Until now, this powerful

approach has never been used in document image analysis.

The paper is organized as follows: the next section

describes the different existing approaches of document

classification and their limits. In Sect. 3, we present the

graph b-coloring method and its application in an ARD

stage. At the end of the paper, we will present our results

which are obtained with a large database.

2 Classification methods

2.1 Different levels of representation

A document can be considered as a complex organization

of various objects (text, graphic, notes and other symbols

of all types) located randomly and having an irregular

arrangement. The recognition of document consists in

clustering documents having similar structure and text

contents into the same class. Several unsupervised and

supervised classification methods can be used to classify

documents images like the K-means, Markov chains,

decision trees, isomorphism of graphs, SVM, neural net-

works, and various statistical approaches. These methods

can use different types of features at different levels of

representation:

• Features extracted from image only without a segmen-

tation stage and/or,

• Features extracted from the physical layout and/or,

• Features extracted from logical layout and/or,

• Features extracted from text content.

2.2 Representation based on low-level image features

This description is based on primitives that are relevant to

the effective characterization of the content without seg-

menting the document image. These methods try to adapt a

characterization of images to a suitable classification

method. Some approaches such as developed in [2] use

features that are directly extracted from the image of

document without having to segment it into different

blocks. These features may be related to: the image

information density (through the calculation of moments

for example), the statistics that are calculated over all

connected components, the layout structural information,

the gap between the rows and columns, the measures

related to the font size and to other associated typograph-

ical effects. Shin et al. [2] worked on this type of approach

by calculating the image features from four types of win-

dows: rectangular, horizontal or vertical band and page

windows. A similarity measure based on the matching

between the different windows is then used to compare the

document images. Two types of classifiers were used for

the classification of documents: a decision tree and a self-

organizing map.

2.3 Representation based on the physical layout

Most methods for document classification based on the

physical layout use a hierarchical representation of blocks

(word, text lines, blocks, graphics, checked box, tables…).

This representation simplifies the comparison between

each element of the layout. Heroux [3] described a docu-

ment with a tree, where each node describes an element of

the layout. A comparison of trees allows the classification

of documents. Esposito [4] used a simple language to

describe the elements of the layouts and their relation.

Cesarini [5] compared X–Y trees to classify the documents.

Baldi [6] and Diligenti [7] proposed to modify the X–Y

tree into XYM tree. Baldi compared with a K-NN rule the

distance edition between XYM trees and Diligenti used the

tree to build a Hidden Tree Markov Model. Bagdanov [8]

Image of 

document 

Pre attentive classification of the 

document type for the ARD 

Layout analysis and logical 

structure recognition 

Zones of interest location OCR 

Final 

decision

Dictionaries 

Correction 

(Dynamic programming) 

Video coding Reject  

Sorting  

Fig. 1 Location of the ARD stage into the general scheme of the

documents sorting systems
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proposed a document classification based on graph theory

and used a First Order Gaussian Graph (FOGGs) where

both nodes and edges are described by probabilities that are

learned from a training set.

2.4 Representation based on the logical layout

This description is based mainly on an analysis of logical

labels used to describe the semantic of each physical block

of the document (title, logo, date, name, ACII code,

address, amount, signature, etc.). Dengel and Dubiel pre-

sented in [9] a classification of business letters that is

founded on this type of description. This system is based on

the construction of an object hierarchy from a logical

manual labeling of blocks and a ranking of the letters in

specific categories. For this, the system initially sets the

spatial relationships between different blocks using the

initial set of labels (subject, sender, receiver, etc.). Then it

constructs a decision tree from the document learning

dataset. The classification of a new document is then per-

formed by analyzing the decision tree based on elements

extracted from image to classify. This approach is limited

by the segmentation problems that may occur during the

extraction of blocks.

Using the results of the functional labeling, Eglin and

Bres [10] presented a complete methodology for the

characterization and categorization of documents. This

method used statistical measures based on primitive tex-

tures and inspired by the mechanisms of human visual

perception. The separation process of functional blocks

into subclasses is based on a K-means unsupervised clas-

sification method.

We can cite, as examples, other classification methods

that use the description of both physical and logical layout

Fig. 2 A large variety of

business documents
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based on n-grams [11], pattern matching [12], the Winnow

algorithm [13] or logical isomorphism of graph [14], etc.

2.5 Representation based on the textual features

(OCR output)

The description of textual content typically uses character

frequency, n-grams or keywords. The document classifi-

cation methods that depend on this description are based on

syntactic or semantic analysis. They can also add machine

learning methods such as: regression models, k-NN

approaches [15], SVM classifier [16], naive Bayesian

approaches, decision trees [17] and methods based on

knowledge or artificial neural network [18]. Other methods

presented in the literature combine the textual with phys-

ical layout description [19] or logical layout description

[20]. These types of methods are very expensive in terms of

time computation and are not suitable for our real-time

application.

2.6 The need for a new approach

ARD systems based on logical layout or text contents are

difficult to use for a real-time application. The features

extracted only from images (without segmentation stage)

are not sufficient to provide a discriminating representation

of documents. Moreover, the amount of information pro-

vided by a simple description of the document image

without segmenting and analyzing its physical structure

cannot distinguish documents with a high layout variability

[2, 3]. These constraints require a simple and distinctive

description of content to allow a rapid classification of all

documents that may appear in a sorting machine. For a

better adaptation to the needs of speed and efficiency

required by our sorting application, we are interested in

approaches based on the description of the physical layout

of pages.

The existing methods use a complex data structure for

both the classification and the description of the layout.

They require knowledge extraction from a large training

set, which must contain representative documents with all

possible layouts. Because of the great variability of the

layouts, systems described previously are difficult to con-

trol. To answer to the industrial needs, we offer an efficient

tool, which guarantees stable and coherent results and

respects real-time constraints. We propose a new archi-

tecture based on graph coloring.

3 Formal aspects of the graph coloring

Graph coloring is a very important branch of graph theory.

Its applications are numerous in various scientific fields

(optimization of transportation or communication net-

works, chemical formulas, etc.). The definitions of graph

coloring are simple and real research problems can be

posed in a well-structured form where the formulation can

cover major practical difficulties.

Various classification problems can be modeled by the

graph coloring. The general form of these applications

requires the formation of a graph by the nodes (vertex) which

represent the objects of interest (documents) and the edges

(arcs) which define the relations between these objects.

One wants, for example, to break up a set of items into

several homogeneous classes without knowing their a pri-

ori number. To do that, it is sufficient to represent each

item i by a node vi and to add an edge E(vi, vj) between

each pair of different individuals. The finite graph G = (V,

E) is defined by the finite set V ¼ v1; v2. . .; vnf g; jV j ¼ nð Þ
whose elements are called nodes, and by the finite set E ¼

e1; e2. . .; emf g jEj ¼ mð Þ whose elements are called edges.

3.1 Graph coloring

The coloring of the nodes of the graph G(V, E) consists in

assigning to all nodes a color so that two adjacent nodes do

not carry the same color. These colors will correspond to

the various classes of items. A coloring with k colors is thus

a partition of the set of nodes V in k homogeneous subsets.

The number of colors used to color the graph G of n nodes

is called chromatic number v which represents the smallest

integer k for which there is a partition of V into k homo-

geneous subsets.

On the graph G of order |V| = 11 in Fig. 3, whose set of

nodes is V ¼ 1. . .; 11f g; four colors were needed to color

the nodes so that two adjacent nodes cannot have the same

color. v(G) = 4 is the minimal chromatic number.

3.2 Graph b-coloring

The coloring is called b-coloring, if for each color ci, there

exists at least a colored vi node included in ci whose

neighborhood is colored by all the other colors. The node vi

is known as a dominating node for the color ci. The

example of Fig. 4 presents the possibility of b-coloring of

the nodes of a color class using the other colors (show

nodes 1 and 8 of the color c5).

The b-chromatics number of a graph G, defined by b(G),

is the maximum integer number of colors kb so that G can

have a b-coloring by the kb colors. It can be easily noticed

that:

v Gð Þ� b Gð Þ�D Gð Þ þ 1 ð1Þ

where D(G) is the maximum degree of G, called the degree

of the node vi, and its number of incidental edges is noted

d(vi).
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3.3 Implementation

The majority of the evaluations of v(G) and b(G) come

from coloring algorithms. There exist many of them. So,

we have chosen to limit our choice of the fastest and most

recent ones.

New graph coloring and b-coloring algorithms have

been proposed by Effantin and Kheddouci [21]. More

details on the approximation of the b-chromatic and a good

literature review is presented in [22] and [23]. All of these

algorithms were efficiently introduced into Elghazel’s

works [24] who proposed a new unsupervised classification

method of medical data based on graph b-coloring where

the number of classes is not a priori known. On the same

database, the comparison between this method and differ-

ent approaches like the agglomerative hierarchical classi-

fication, the approach of Hansen and the classification of

DRG, show that the b-coloring provides a correct repre-

sentation of classes by the dominant individuals and

guarantees a better disparity between classes.

For our automatic sorting application of corporate doc-

uments, we thought that the properties of the b-coloring

approach could be very effectively used for solving the

problems of segmentation and classification of documents.

We have therefore paid a particular attention to adapting

this approach to our study. More specifically, we found that

the facilities offered by the exploitation of distributed

algorithms of coloring and b-coloring, such as those pro-

posed by Effantin and Kheddouci in [21], meet the time

constraints that are imposed by the industrial real-time

applications, as is the case for us.

3.4 Formalization of the document classification

problem

The classification process is applied on a training corpus V

of n document images V ¼ di; . . .; dnf g: We associate to

each of the n documents di a node vi of a simple graph G,

and to each pair (di, dj) of document that cannot be

regrouped together, we associate an edge (vi,vj) of this

graph. Remember that this edge expresses the dissimilarity

between two nodes (thus practically between two docu-

ments), a notion which will be defined in detail in the

Sect. 4. The objective is to group the documents in

homogenous classes. This classification leads to define

between each pair of document (di,dj) a similarity measure

that reflects the membership or not of the documents to the

same class. Two questions related to the classification will

then follow from:

• What is the minimum number of classes necessary to

regroup the documents in a secured way (by ignoring

the constraints of the size of the diverse classes)?

• What are the class representatives that will be defined

during the learning phase and that will be used by the

recognition phase?

We will reformulate these two central questions in terms

of b-coloring of graph G (Fig. 5) and will expose in Sect. 4

Fig. 3 Coloring of graph

G with four colors

Fig. 4 B-coloring example, the

nodes 2, 5, 6 and 9 are the

dominating nodes
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the theoretical details and the implementation of these

approaches (Fig. 6).

4 Graph coloring in ARD system

We present in this section, the different steps of our ARD

system (Fig. 6).

4.1 Layout analysis

4.1.1 Binarisation and detection of connected components

(CCs)

The binarisation (or thresholding) is applied in the first stage

and has a very strong impact on the performances of the

sorting system. The thresholding methods are in general

divided into two categories: global (e.g.: Otsu’s method [25]),

and local (e.g.: Sauvola’s method [26]). The simplest methods

using a global thresholding has the advantage of being

extremely fast but with the change of lighting; the presence of

various graphics printed on document with different color inks

are rapidly decreasing the quality of binarisation. The local

methods exceed these limits and are more adapted to local

changes of contrast. However, they require more calculations;

thus, they are slower and unsuitable for real-time applications.

Although they provide a good efficiency on the documents

that are concerned in our application, these local binarisation

approaches have mainly the following disadvantages:

• prohibitive time computation depending on the size of

the analysis window;

• over-segmentation of the defects and textures of the

background of the image;

• difficult treatment of documents whose characters vary

in size (the analysis window is fixed throughout the

processing).

The separation between the binarisation and text zones

location phases considerably increases the computation

time and lead to an over-segmentation of the noise and of

the paper texture on empty zones of the image. Indeed,

none of the traditional methods (whether global or local)

efficiently combines all the required conditions, especially

a low time consuming. We have managed to optimize this

stage by applying a local threshold only near the text zones

located by the cumulated gradients method with the multi-

resolution and mathematical morphology.

The regularity of text is calculated from a sequence of

pixels with high gradients. To better adapt to the large size

of our images and the real-time constraints. We divide the

image into rectangular blocks of size dx 9 dy, then we

calculate in each block the sum of vertical and horizontal

gradients as shown in the following formulas:

Grðx0; y0Þ ¼
1

dx dy

Xdy

i¼1

Xdx

j¼1

oIðx0 þ j; y0 þ iÞ
ox

����

����

þ oIðx0 þ j; y0 þ iÞ
oy

����

����:

with
oI

ox
ðu; vÞ ¼ Iðu� 2; vÞ � Iðuþ 2; vÞ

and
oI

oy
ðu; vÞ ¼ Iðu; v� 2Þ � Iðu; vþ 2Þ: ð1Þ

Fig. 5 Example of document classification based on graph b-coloring

Fig. 6 Functional diagram of the proposed approach
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The accumulation of the gradients by blocks gives a

quick low-resolution picture Gr where the text zones are

clearly the brightest areas. We apply successively on the

grayscale image Gr, 4 dilations, 4 erosions, 2 dilations and

2 erosions application of this morphological processing

allows, on one hand, to redensify the text and therefore to

agglomerate it into blocks and, and on the other hand, to

take an adequate margin around the line to be able to

include pertinent information that are carried by

background (texture and color) for better thresholding.

The morphological processing is continued by a Fisher

global thresholding that gives a binary mask which con-

tains the different blocks of the textual zones. This method

quickly calculates a global threshold from the histogram of

the greyscale image. This binary mask is used to direct the

local thresholding in full resolution to the zones of text and

may be considered as a first segmentation into blocks of

physical structure of the image of document.

This rapid emphasizing on blocks plays two important

roles in terms of computation time: on one hand, it can

effectively reduce the local thresholding time to make it

almost similar to that of global thresholding; on the other

hand, it speeds up the extraction phase of the physical

layout that we will see later on in details. To obtain a final

binary map of the foreground in full resolution, we decided

to use the method of Sauvola for its rapidity with respect to

the other local methods and for its performance (the Wolf

method is specific to videos and is not suitable for our

application). This local thresholding is applied only on

textual zones. We have produced comparative curves that

show that the run-times of our hybrid method of binarisa-

tion are approximately similar to those of global methods

and very inferior than those of local methods. These run-

times are calculated on a set of 29,225 document images

divided into nine classes (Fig. 7).

In addition to these advantages, our hybrid method of

thresholding has also reduced the computation time of the

connected components by the reduction of black pixels in

all large black areas (that most often correspond to pictures

or publicity indications) that are located as black edges

with white centers.

After the binarisation stage, an analysis of CCs is carried

out to extract various vital information for the incoming

phases. Formally, a connected component is a set of fore-

ground pixels immediately adjacent to each other. Typi-

cally, in a machine-printed text, under ideal digitizing

conditions, each alphanumerical character is a separate CC.

In order to reduce the processing time necessary to the CCs

detection, several methods were developed. A good liter-

ature review is presented in [27]. In our study we have been

interested in Pavlidis’ [28] work who has modeled the

problem of CCs detection by a line adjacency graph

(LAG). The physical layout extraction is then based on a

hierarchical analysis on each pyramid level of the bounding

boxes. Each level contains different features. These CCs

constitute a significant information source, very often used

during the description process (Figs. 8 and 9).

4.1.2 Layout extraction by hierarchical coloring

of connected components

The physical layout segmentation of the document image is

mostly based on its decomposition into constitutive ele-

ments containing homogeneous features. These elements

are often spaced and form elementary geometrical blocks,

based on rectangle bounding boxes. The CCs merging

segmentation methods (progressive regrouping of CCs,

RLSA, segmentation by scaling method of cumulated

gradients) are more used by the bottom-up strategies [29,

30], whereas the methods of segmentation by splitting

(profile projection, segmentation by spaces analysis,

Hough’s transform) are adapted to the top-down strategies

[31, 32]. Other methods, known as hybrid take advantage

of the two strategies at the same time [1]. Hybrid seg-

mentation approaches gather both strategies in the same

time and can benefit from the advantages of one strategy to

fill the disadvantages of the other. Our concept of physical

layout extraction is based on the same principle of a hybrid

strategy. High stages of our approach are based on the

Hierarchical Graph Coloring (HGC) that largely makes use

of all the levels of the pyramidal structure and the coloring

effectiveness, so as to extract, to characterize and precisely

Fig. 7 Run-times comparison

of various thresholding methods

on 9 classes of documents
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to group objects of same type. The HGC is introduced, to

correct the over (and/or under) segmentation of the docu-

ments into blocks and the b-coloring is used, to train the

classifier to identify the type of document.

The key idea is to extract the layout by using a pyra-

midal strategy based on the graph coloring method. It

allows to separate relevant elements and to group them into

homogeneous classes and simultaneously reject irrelevant

elements. By coloring of CCs, we separate textual regions

from non-textual zones, and then we group the CCs of

textual zones into text lines. The method is detailed in [27].

The coloring process uses a hybrid strategy of progression

into the hierarchy of the graph: the colors of a level take

part in the formation and the description of the nodes of the

next level (see Fig. 9).

Let G be a non-oriented graph at three independent lev-

els defined by the following relationship: GðV ;EÞ ¼
[3

k¼1GkðmdLk;ELk [ SkÞ with mdLk ¼ fmdLk ðiÞg i¼1...nk
is the

finite set of represented nodes starting from the descriptors

(CC level: position, height, width, inter-character space,

density; line level: position, line height, line width, inter-line

space, density, alignment, eccentricity, overlapping degree,

standard deviation; block level: position, block width, num-

ber of lines, eccentricity, spatial relations, density, unifor-

mity, standard deviation). The set VðLkÞj k¼1;2 and 3 of nk

constitutive elements of the data pyramid at level k (Fig. 9),

and ELk[Sk is the finite set of edges represented by the pairs of

adjacent nodes. Taking into account the fact that each node is

represented by a features vector, two nodes are then con-

sidered as adjacent if and only if their dissemblance di,j

(distance between their two features vectors) is strictly

greater than the threshold Sk. The choice (or the training) of

the optimal value of threshold is automated by using a ground

truth (see the technique of supervised evaluation based on a

segmentation of reference in [27]).

The effectiveness of our physical segmentation method

has been tested on a set of 10,000 document images that

were rejected by the old sorting system because of their

layout complexity. More than 95% of documents are cor-

rectly segmented by our method, in opposition to 60% by

RLSA method and 30% by profile projection method. The

analysis of these results shows that several errors of over-

or under-segmentation introduced by RLSA and profile

projection methods can be considerably reduced by using

our graph coloring-based method. These performances can

be justified by the effectiveness of our method in extracting

and separating the textual components (characters, lines

and blocks of text) and by its ability to reject most of

parasitic components. Thanks to this robustness, the HGC

method is definitely more efficient for noisy images seg-

mentation by comparison to classical approaches.

The increase of coherence between the different seg-

mentation phases of our proposition led to a considerable

reduction of processing time. To justify this assertion, we

show in Fig. 10 the run-time comparison of our method

and two standards: the RLSA and the profile projection.

Fig. 8 Example of our hybrid

approach of binarisation (text

localization/thresholding) and

bounding boxes of connected

components

V1
1 V1

2 V1
3 V1

4 V1
5 V1

6 V1
7 V1

8 V1
9

V2
1 V2

2 V2
3

V3
1 V3
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Level1(CCs) 

Level2 (lines) 

Level3 (blocks) 

V1

V2

V3C7 

C5 

C6 

C4 

C1 Noise 
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C3 C2 

Fig. 9 Hierarchical graph coloring (ci are the colors of nodes vk
j at the level k)
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4.2 Document feature extraction

The goal of feature extraction is to reduce as minimum as

possible the size of information necessary for the document

representation and to improve the document clustering into

different homogenous classes. To reduce the processing

time, this stage is applied progressively at each hierarchical

level of the physical layout extraction. We describe each

document with a reduced number of features computed from

their layouts: 15 global features, which describe the entire

document body; and 20 local features, measured on every

text line item. Our features normalization technique uses the

mean (l) and standard deviation (r) for each feature across a

training set of documents to normalize each input feature

vector. The normalization of each feature xi is given by:

x
0

i ¼
xi � lið Þ

ri

ð2Þ

• The 20 local features are extracted from each text line Li

of the document. They combine the geometric features

(number, average height and average width of

connected components and width, area, eccentricity,

position and skew angle of this line) and the spatial

relationship between this line and the other lines in this

document. The skew angle of every text line is measured

during its formation from the second coloring of

connected components. This angle is used to increase

the robustness of this description to the skewed lines.

• The 15 global features are extracted from the physical

layout of the entire document. These features are:

global density, number of connected components,

number of printed text lines, standard deviation of

vertical or horizontal text lines alignment, standard

deviation of printed text lines heights or widths, vertical

or horizontal regularity of the profile projection, etc.

4.3 Representation of documents

The representation of each document pattern is based only

on the description of its physical layout. We use two types

of representations:

1. Structural local representation Each document j is

described in the Rsn space by a ranked sequence of n

text lines: Rs jð Þ ¼ L
j
1; L

j
2; . . .; L j

n

� �
where the line Lt is

represented by a feature vector of p = 20 dimensions

Lt ¼ xt
1; x

t
2; . . .; xt

p

� �
:

2. Global representation Each document j is represented

in the Rvm space by a vector of m global features

Rv jð Þ ¼ y
j
1; y

j
2; . . .; y j

m

� �
:

4.4 Distances measures

To compare two documents, we combine two distances

(DRv over Rvm space and DRs over Rsn space) given by the

following equation:

DT ¼ cDRv þ ð1� cÞDRs with

c ¼ fk 2 ½0; 1�which gives a maximum value of

Wkjk 2 f0; 0:1; 0:2; 0:3; . . .; 0:9; 1g ð3Þ

The value c must be determined to maximize the quality

of the classification W (formulas 10 and 11). If two

documents are separated by a small distance DT then they

are similar.

The distance DRv between two documents, represented

by the features Rv(i) and Rv(j) is given by the equation:

DRv RvðiÞ;RvðjÞ½ � ¼
Xm

k¼1

yi
k � y

j
k

�� ��a
" #1

a

where a ¼ 2 ð4Þ

The edit distance DRS creates a spatial mapping between

Rs(i) of lines ni and Rs(j) of lines nj by using a Dynamic

Time Warping (DTW). DTW has been widely used to

match 1D signals in the speech processing, bio-informatics,

and also the online handwriting communities. DTW offers

a robust comparison to small deformations often found in

documents of the same family. These distortions are due to

the confusion of a line of a handwritten text in capital

letters with a line of a printed text. The nonlinear matching

between Rs(i) and Rs(j) is described by the runs: C ¼
c1;; c2; . . .; c with ck = (ik,jk) (Fig. 11).

Fig. 10 Run-time comparison

of three methods of physical

layout extraction (ours is named

Coloring)
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The weighted sum of errors along of the optimal path C

of the matching is given by:

DðcÞ ¼
PK

k¼1 dðckÞ � wkPK
k¼1 wk

with dðckÞ ¼ dðLi
t; L

j
t Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXp

l¼1
xt

lðiÞ � xt
lðjÞ

� 	2q
ð5Þ

where wk is a positive weighting coefficient used as

denominator to reduce the effect of K (number of the

warping function points). tik and tjk must be increasing

functions and must satisfy some continuity conditions such

as:

Monotony: tik � tik�1 et tjk � tjk�1

Continuity: tik � tik�1� 1 et tjk � tjk�1� 1

Limitations: ti1 ¼ 1; tj1 ¼ 1; tiK ¼ ni et tjK ¼ nj:

The weighting coefficients are:

wk ¼ tik � tik�1 þ tjk � tjk�1 and
XK

k¼1

wk ¼ ni þ nj: ð6Þ

In this case, the problem to solve becomes:

DRs RsðiÞ;RsðjÞ½ � ¼ 1

ni þ nj

min
C

XK

k¼1

dðckÞ � wk: ð7Þ

The number of possible paths grows exponentially with the

number of text lines within the documents we have to

compare. This problem can be solved efficiently by the

Dynamic Programming Algorithm (DPA) which finds an

optimal matching between text lines. To save computation

time, we do not compare all possible matching but only

text lines which are spatially comparable (Fig. 12). We

compute a cost limited along the diagonal in the table of

the DPA (Fig. 11).

For each point in the space Rsni 9 Rsnj, simply find the

best path that follows the continuity conditions and mini-

mizes the contribution to the accumulation of global

distance. It is therefore sufficient to study the allowed

transitions and applying the local recursive relation:

f ð1; 1Þ ¼ 2� dðL1
t ; L

1
t Þ

f ðtik; tjkÞ ¼
f ðtik � 1; tjkÞ þ dðLik

t ; L
jk
t Þ

f ðtik � 1; tjk � 1Þ þ 2� dðLik
t ; L

jk
t Þ

f ðtik; tjk � 1Þ þ dðLik
t ; L

jk
t Þ

8
>><

>>:

9
>>=

>>;

with
tik ¼ 1. . .ni

tjk ¼ 1. . .nj

�����

ð8Þ

DRs RsðiÞ;RSðjÞ½ � ¼ 1

ni þ nj

f ðni; njÞ:

where f (ni, nj) is the cumulative distance along the optimal

path from the point of departure (1, 1) to the point of arrival

(ni, nj). f can be calculated from the path column by column

or row by row.

4.5 Classification of documents

Graph coloring is also used for document classification.

We represent a set R of N documents in a graph G�SDT ¼
V ¼ v1; . . .; vj


 �
; E�SDT

� �
where each node in the graph

is the representation of document in R. Two different

nodes vi and vj are adjacent if and only if the distance DT

between the documents i and j is strictly superior to a

threshold SDT. The determination of this threshold is

defined by the formula (9). The adjacency between the

nodes is given by:

E�SDT mi; mj

� 	
¼ 1 if DTðvi; vjÞ[ SDT

0 otherwise

�
: ð9Þ

To decompose the set R into homogeneous subsets, we

colorize the graph G then we apply the algorithm of

b-coloring described in [21, 27].

This b-coloring assigned to each node of GCSDT a color

so that two adjacent nodes (the dissimilarity between the

represented documents is higher than the SDT threshold) do

not carry the same color, and each color class must have at

least one dominating node (node adjacent to all other

colors). A classification associated with each SDT threshold

value is then returned with a supervised measure of this

classification quality. The best classification uses the

threshold that ensures maximum of classification quality w,

returned by the following formula:

S
Optimal
DT ¼ arg max

Si2 S min; S max½ �
ðwðSiÞg: ð10Þ

The criterion w compares locally and globally the result

of a coloring (or classification) C with the reference

coloring Cref called ground truth. This truth is defined

by manually associating the class label to each node

Optimal path C

of the matching between 

text lines 

1 …n2

1 

(ti-1, tj-1)

(ti-1, tj) 

w=1

(ti, tj-1)

…tjk

R
ef

er
en

ce
  o

f 
do

cu
m

en
t  

R
s(

i)
 

1… 

…
n 1

…
ti

k
1…

 

w=1 

w=2 Ck

C1

CK

Document to be classified 

Fig. 11 Dynamic matching between text line sets of the unknown

document and the reference document
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(document). To measure w we adapt the criterion of Martin

and al. [33] to our method as follows:

wðsDTÞ ¼ Mg CðG�SDTÞ;CrefðG�SDTÞð Þ

¼ 1

n

Xn

i¼1

min ERL cðiÞ; crefðiÞ½ �;ERL crefðiÞ; cðiÞ½ �f g

ð11Þ

where ERL is the error of local refinement and is defined as

follows :

ERL cðiÞ; crefðiÞ½ �

¼ card½LfcðviÞg� � card½LfcðviÞg \ LfcrefðviÞg�
card½LfcðviÞg�

ð12Þ

where L{c(vi)} is the nodes set of the graph G that have the

same color of node vi, and L{cref(vi)} is the nodes set of

G that have the same reference color of node vi, and Cref

(vi) is the reference color of vi.

The quality criterion Mg, in its final form, take into

account the global estimation of incorrectly colored nodes

or confused and calculates, class by class, the misclassifi-

cation using the ERL local indicator.

4.6 Embedded learning mechanisms

During this step, we provide a training dataset R of

N = 512 documents already classified into 14 classes. Our

training approach uses graph b-coloring algorithm (detailed

previously) to arrange the documents of the training set

into homogeneous classes.

The prior grouping (labeling) of the training set of

documents into 14 classes is given in the following table

(Table 1; Fig. 13).

The following curve shows the value of classification

criteria w (supervised evaluation) for each value of the

adjacency threshold which varies in the interval ]0, 1[ by a

step 0.02 (Fig. 14).

The best classification is given by the b-coloring that

corresponds to the optimal threshold SDT = 0.34 (shown in

Fig. 11). This optimal b-coloring provides automatically,

to the training system output, a set of N* dominating nodes

R� ¼ R�1; . . .;R�N�

 �

ð13Þ

representing the classes which are used for a real-time

recognition of an unknown document (Fig. 15).

We compared the performance of our classification

method based on graph b-coloring with two other classi-

fication methods (K-means and nonlinear SVM using

Gaussian kernel) applied on the same training set of doc-

uments and features.

4.6.1 Why the K-means?

The K-means approaches are simple to implement and

easily understood. They have relatively a low complexity

compared to other classification methods [complexity in

O(k.n), where n and k are, respectively, the number of

documents to be classified and the number of classes]. In

this type of methods the number of classes must be fixed in

the beginning: they have very poor ability to classify noisy

Fig. 12 Dynamic comparison

of documents
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data or close to several classes simultaneously. The results

depend strongly on the initial draw of the points repre-

senting the center of classes (Fig. 16).

4.6.2 Why the SVM?

SVMs are more advanced compared to the K-means, when

the classes are not linearly separable; they consist in pro-

jecting the data into high-dimensional space by a trans-

formation that is based on kernel Gaussian function. In this

transformed space, classes are separated by linear classi-

fiers that maximize the margin. The complexity of an SVM

classifier will therefore not depend on the size of the data

space, but the number of support vectors needed to achieve

the separation, so the size of the training set. Moreover,

these methods require a tedious step of labeling of all the

documents of the training dataset (Fig. 17).

We have used the measure w to evaluate the confusion

percentage, the relevance and accuracy of the classification

of 512 documents for the training set obtained by each of

the three methods (K-means, SVM and b-coloring). The

more the classification is correct, the more this measure is

close to 100%. The histogram below shows that the

b-coloring gives a better classification compared to the

other two methods (Fig. 18).

4.7 Recognition of the document class

The real-time recognition phase of the type of a document

passing through a sorting chain exploits the learning result

by b-coloring under the form of class representatives (dom-

inating nodes). To perform this recognition, we compare the

recognition results obtained by the three scenarios, with:

Table 1 Prior labeling of the training set of documents

Classes Documents Classes Documents

C1 1–64 C8 289–320

C2 65–128 C9 321–352

C3 129–160 C10 353–384

C4 161–192 C11 385–416

C5 193–224 C12 417–448

C6 225–256 C13 449–480

C7 257–288 C14 481–512

C3 C4

C7 C8 C9

C10

C1 C2

C5 C6

C11 C12 C13 C14

Fig. 13 Example of different classes of documents
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Scenario 1 Minimum distance between classes (uses the

dominating node as representative of the classes).

Scenario 2 Barycentric approach (each class is repre-

sented by the barycenter of its dominating nodes).

For the first two scenarios the decision function is

almost the same. Given an input document T(i), the

objective of the recognition system is to compare its

description with those of all class representatives (nodes

with the highest dominance or the dominating nodes

barycenters of each class) of R* from the learning phase

(formula 12). The matching algorithm recognizes in real-

time the type of document T(i) from the nearest type in R*

as follows:

Type TðiÞ½ � ¼
Reject if argmin

k¼1...N�
DT TðiÞ;R�k
� 	� �

[SDT

TypeðR�k jargmin
k¼1...N�

DT TðiÞ;R�k
� 	� �

otherwise

8
<

: :

ð14Þ

The adjacency threshold SDT also determines the

knowledge of the classifier to reject the documents that it

did not learn to recognize.

By way of illustration, the example in the figure below

(Fig. 19) shows two documents (T1 and T2) to recognize

by using the dominating nodes numbered from 1 to 14

(representing the 14 classes) obtained during the learning
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by b-coloring. The document T1 is closer to the dominating

node 8 with a distance less than SDT. The distance of

document T2 with respect to the closest dominating nodes

is greater than SDT: document T2 then must be rejected by

the system.

Scenario 3 Choice of a neighborhood density function.

Instead of using the barycenter of dominating nodes or the

most dominating node as a unique prototype of a class, the

method of K Nearest Neighbor involves the kd most

dominating nodes of each class (experimentally kd = 5).

5 Recognition and rejection evaluation

We have tested the three scenarios with a test dataset of

576 documents divided into 14 classes whose type has been

learned and 2 classes whose type has not been learned

(Table 2).

The curves in the figure below (Fig. 20) shows the

recognition rate of the 14 known classes and their rejection

rate on the two unknown classes according to the three

scenarios. The curves show that the third scenario improves

the recognition rate compared to the first two by effectively

reducing the allocation errors and providing a better

rejection decision on the nodes that the type is not learned

during the learning stage.

We have finally compared the recognition performance

of our method (that uses scenario 3) with respect to the

methods that are based on the K-means and the SVMs. The

curves in the figure below (Fig. 21) show the recognition
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Fig. 17 Documents projection on the principal axes 1,2. 14 classes

have been formed by the SVM from the training dataset (the 112

support vectors are presented by the ‘‘?’’ sign)
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Fig. 18 Comparison of classification methods by using the quality

measure w for each method [W(K-means) = 83.32%, w(SVM) =

91.60%, w(b-coloration, SDT = 0.34) = 97.32%]
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Fig. 19 Recognition or rejected documents examples by using the

representatives of classes that are issued from learning by b-coloring

Table 2 Documents distribution of the test dataset on 16 classes of

576 documents. 14 learned classes (1–14) and 2 classes of rejection

not learned (15 and 16)

Class Document number Class Document number

C1 1–64 C8 289–320

C2 65–128 C9 321–352

C3 129–160 C10 353–384

C4 161–192 C11 385–416

C5 193–224 C12 417–448

C6 225–256 C13 449–480

C7 257–288 C14 481–512

C15 513–544 C16 545–576
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rate on the 14 known classes and the rejection rate on the 2

unknown classes. The b-coloring gives better performance

both in terms of recognition and the level of rejections. We

note that the recognition system based on K-means fails to

recognize the classes C6 and C10. This returns to the con-

fusion of the class C6 with the class C3 and of the class C10

with the class C11 because of their similar physical struc-

tures. The recognition that is based on the SVMs presents a

couple of confusions at the level of class C6 while the

b-coloring shows a higher reliability.

The following curve shows the average time required for

binarisation, the physical layout extraction and recognition

of the document nature of each class. For documents of

high complexity (class C13) time does not exceed 480 ms

on a machine with 1 GB RAM and 1.6 GHz speed. On

newer machines this time can be divided by four (Fig. 22).

Fig. 20 Comparison of the

recognition performance of the

three scenarios
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Fig. 21 Comparison of the

three classifiers

ARD computed time (ms)Fig. 22 Time needed at all the

stages of the automatic

recognition of the type of

documents
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6 Conclusion

We have presented a new method for the classification of

business documents based on the hierarchical coloring of

graphs. Documents are represented by their layouts. The

hierarchical coloring of graph has been introduced during

the layout analysis step to improve the robustness of the

segmentation. The b-coloring has also been used during the

training step to find the representative documents for each

class. Because of the small constraints required by the

b-coloring, this new method can be an answer to a large

variety of classification problems. It can process documents

having variable layouts and provide a real representation of

document classes by using dominant documents. More-

over, the b-coloring allows the increase of the coherence

between different phases of the ARD system and reduces

the overall computation cost of the system. In future works,

we propose to extend this method for the incremental

training of the rejected documents. This new step will

allow reclassifying documents which have been rejected by

the system.
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