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Abstract

Distributed algorithms have many mission-critical applications
ranging from embedded systems and replicated databases to cloud
computing. Due to asynchronous communication, process faults, or
network failures, these algorithms are difficult to design and verity.
Many algorithms achieve fault tolerance by using threshold guards
that, for instance, ensure that a process waits until it has received
an acknowledgment from a majority of its peers. Consequently,
domain-specific languages for fault-tolerant distributed systems
offer language support for threshold guards.

We introduce an automated method for model checking of safety
and liveness of threshold-guarded distributed algorithms in systems
where the number of processes and the fraction of faulty processes
are parameters. Our method is based on a short counterexample
property: if a distributed algorithm violates a temporal specification
(in a fragment of LTL), then there is a counterexample whose
length is bounded and independent of the parameters. We prove
this property by (i) characterizing executions depending on the
structure of the temporal formula, and (ii) using commutativity of
transitions to accelerate and shorten executions. We extended the
ByMC toolset (Byzantine Model Checker) with our technique, and
verified liveness and safety of 10 prominent fault-tolerant distributed
algorithms, most of which were out of reach for existing techniques.

Categories and Subject Descriptors F.3.1 [Logic and Meanings
of Programs]: Specifying and Verifying and Reasoning about Pro-
grams; D.4.5 [Software]: Operating systems: Fault-tolerance, Veri-
fication
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1. Introduction

Distributed algorithms have many applications in avionic and
automotive embedded systems, computer networks, and the internet
of things. The central idea is to achieve dependability by replication,
and to ensure that all correct replicas behave as one, even if
some of the replicas fail. In this way, the correct operation of the
system is more reliable than the correct operation of its parts. Fault-
tolerant algorithms typically have been used in applications where
highest reliability is required because human life is at risk (e.g.,
automotive or avionic industries), and even unlikely failures of
the system are not acceptable. In contrast, in more mainstream
applications like replicated databases, human intervention to restart
the system from a checkpoint was often considered to be acceptable,
so that expensive fault tolerance mechanisms were not used in
conventional applications. However, new application domains such
as cloud computing provide a new motivation to study fault-tolerant
algorithms: with the huge number of computers involved, faults
are the norm [S3] rather than an exception, so that fault tolerance
becomes an economic necessity; and so does the correctness of
fault tolerance mechanisms. Hence, design, implementation, and
verification of distributed systems constitutes an active research
area [7,, 23} 141} 42| 148} 157, 167]. Although distributed algorithms
show complex behavior, and are difficult to understand for human
engineers, there is only very limited tool support to catch logical
errors in fault-tolerant distributed algorithms at design time.

The state of the art in the design of fault-tolerant systems is exem-
plified by the recent work on Paxos-like distributed algorithms like
Raft [54] or M2PAXOS [57). The designers encode these algorithms
in TLA+ [65], and use the TLC model checker to automatically find
bugs in small instances, i.e., in distributed systems containing, e.g.,
three processes. Large distributed systems (e.g., clouds) need guar-
antees for all numbers of processes. These guarantees are typically
given using hand-written mathematical proofs. In principle, these
proofs could be encoded and machine-checked using the TLAPS
proof system [16], PVS [49], Isabelle [15], Coq [48], Nuprl [60],
or similar systems; but this requires human expertise in the proof
checkers and in the application domain, and a lot of effort.

Ensuring correctness of the implementation is an open challenge:
As the implementations are done by hand [54}157]], the connection be-
tween the specification and the implementation is informal, such that
there is no formal argument about the correctness of the implemen-
tation. To address the discrepancy between design, implementation,
and verification, Dragoi et al. [23]] introduced a domain-specific
language PSync which is used for two purposes: (i) it compiles
into running code, and (ii) it is used for verification. Their verifica-
tion approach [24]), requires a developer to provide invariants, and
similar verification conditions. While this approach requires less
human intervention than writing machine-checkable proofs, com-
ing up with invariants of distributed systems requires considerable



case class EchoMsg extends Message

1
2
3 class ReliableBroadcastOnce

4 extends DSLProtocol {

5 val n = ALL.size // nr. processes
6 val t = ALL.size / 3 — 1 // max. faults
7

8

9

accept: Boolean False

var

UPON RECEIVING START WITH v DO {
IF v =1 THEN // check the initial
SEND EchoMsg TO ALL

value

}
UPON RECEIVING EchoMsg TIMES t + 1 DO {
SEND EchoMsg TO ALL // >= 1 correct

¥
UPON RECEIVING EchoMsg TIMES n — t DO {
accept True // almost all correct

¥
¥

Figure 1. Code example of a distributed algorithm in DISTAL [7].
A distributed system consists of n processes, at most ¢t < n/3 of
which are Byzantine faulty. The correct ones execute the code, and
no assumptions is made about the faulty processes.

human ingenuity. The Mace [41]] framework is based on a similar
idea, and is an extension to C++. While being fully automatic, their
approach to correctness is light-weight in that it uses a tool that
explores random walks to find (not necessarily all) bugs, rather than
actually verifying systems.

In this paper we focus on automatic verification methods for
programming constructs that are typical for fault-tolerant distributed
algorithms. Figure [T]is an example of a distributed algorithm in
the domain-specific language DISTAL [7]. It encodes the core
of the reliable broadcast protocol from [64], which is used as
building block of many fault-tolerant distributed systems. Line[I3]
and Line [T6] use so-called “threshold guards™ that check whether
a given number of messages from distinct senders arrived at the
receiver. As threshold guards are the central algorithmic idea for
fault tolerance, domain-specific languages such as DISTAL or PSync
have constructs for them (see [23] for an overview of domain-
specific languages and formalization frameworks for distributed
systems). For instance, the code in Figure[T|works for systems with
n processes among which ¢ can fail, with ¢ < n/3 as required
for Byzantine fault tolerance [56]. In such systems, waiting for
messages from n — ¢ processes ensures that if all correct processes
send messages, then faulty processes cannot prevent progress.
Similarly, waiting for ¢ + 1 messages ensures that at least one
message was sent by a correct process. Konnov et al. [42] introduced
an automatic method to verify safety of algorithms with threshold
guards. Their method is parameterized in that it verifies distributed
algorithms for all values of parameters (n and t) that satisfy a
resilience condition (¢ < n/3). This work bares similarities to the
classic work on reduction for parallel programs by Lipton [S0].
Lipton proves statements like “all P operations on a semaphore are
left movers with respect to operations on other processes.” He proves
that given a run that ends in a given state, the same state is reached
by the run in which the P operation has been moved. Konnov et
al. [42] do a similar analysis for threshold-guarded operations, in
which they analyze the relation between statements from Figurel[]]
like “send EchoMsg” and “UPON RECEIVING EchoMsg TIMES
t + 1”in order to determine which statements are movable. From
this, they develop an offline partial order reduction that together
with acceleration (6, [44] reduced reachability checking to complete
bounded model checking using SMT. In this way, they automatically
check safety of fault-tolerant algorithms.
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However, for fault-tolerant distributed algorithms liveness is as
important as safety: This comes from the celebrated impossibility
result by Fischer, Lynch, and Paterson [32] that states that a fault-
tolerant consensus algorithm cannot ensure both safety and liveness
in asynchronous systems. It is folklore that designing a safe fault-
tolerant distributed algorithm is trivial: just do nothing; e.g., by never
committing transactions, one cannot commit them in inconsistent
order. Hence, a technique that verifies only safety may establish
the “correctness” of a distributed algorithm that never does anything
useful. To achieve trust in correctness of a distributed algorithm, we
need tools that verify both safety and liveness.

As exemplified by [31], liveness verification of parameterized
distributed and concurrent systems is still a research challenge.
Classic work on parameterized model checking by German and
Sistla [35] has several restrictions on the specifications (Vi. ¢()) and
the computational model (rendezvous), which are incompatible with
fault-tolerant distributed algorithms. In fact, none of the approaches
(e.g., [181 126} 127, 159]) surveyed in [9] apply to the algorithms we
consider. More generally, in the parameterized case, going from
safety to liveness is not straightforward. There are systems where
safety is decidable and liveness is not [28].

Contributions. We generalize the approach by Konnov et al. [42,
44| to liveness by presenting a framework and a model checking
tool that takes as input a description of a distributed algorithm (in
our variant [36] of Promela [39]]) and specifications in a fragment
of linear temporal logic. It then shows correctness for all parameter
values (e.g., n and t) that satisfy the required resilience condition

(e.g., t < n/3), or reports a counterexample:

1. As in the classic result by Vardi and Wolper [66], we observe
that it is sufficient to search for counterexamples that have the
form of a lasso, i.e., after a finite prefix an infinite loop is entered.
Based on this, we analyze specifications automatically, in order
to enumerate possible shapes of lassos depending on temporal
operators F and G and evaluations of threshold guards.

. We automatically do offline partial order reduction using the
algorithm’s description. For this, we introduce a more refined
mover analysis for threshold guards and temporal properties. We
extend Lipton’s reduction method [S0] (re-used and extended
by many others [19} 22} 25| |34} 144, |47]), so that we maintain
invariants, which allows us to go beyond reachability and verify
specifications with the temporal operators F and G.

. By combining acceleration [6}!44] with Points 1 and 2, we obtain
a short counterexample property, that is, that infinite executions
(which may potentially be counterexamples) have “equivalent”
representatives of bounded length. The bound depends on the
process code and is independent of the parameters. The equiva-
lence is understood in terms of temporal logic specifications that
are satisfied by the original executions and the representatives,
respectively. We show that the length of the representatives in-
creases mildly compared to reachability checking in [42]]. This
implies a so-called completeness threshold [46] for threshold-
based algorithms and our fragment of LTL.

. Consequently, we only have to check a reasonable number of
SMT queries that encode parameterized and bounded-length
representatives of executions. We show that if the parameterized
system violates a temporal property, then SMT reports a coun-
terexample for one of the queries. We prove that otherwise the
specification holds for all system sizes.

. Our theoretical results and our implementation push the bound-
ary of liveness verification for fault-tolerant distributed algo-
rithms. While prior results [40] scale just to two out of ten
benchmarks from [42], we verified safety and liveness of all ten.
These benchmarks originate from distributed algorithms [11} 12}
1411211137, 1521 161} 63 164] that constitute the core of important
services such as replicated state machines.
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Figure 2. The threshold automaton corresponding to Figure [T with
yi:x > (t+1)— fandy2: x > (n —t) — f over parameters
n, t, and f, representing the number of processes, the upper bound
on the faulty processes (used in the code), and the actual number
of faulty processes. The negative number — f in the threshold is
used to model the environment, and captures that at most f of the
received messages may have been sent by faulty processes.

From a theoretical viewpoint, we introduce new concepts and
conduct extensive proofs (the proofs can be found in [43]) for
Points 1 and 2. From a practical viewpoint, we have built a com-
plete framework for model checking of fault-tolerant distributed
algorithms that use threshold guards, which constitute the central
programming paradigm for dependable distributed systems.

2. Representation of Distributed Algorithms
2.1 Threshold Automata

As internal representation in our tool, and in the theoretical work
of this paper, we use threshold automata (TA) defined in [44]. The
TA that corresponds to the DISTAL code from Figure[I]is given in
Figure 2} The threshold automaton represents the local control flow
of a single process, where arrows represent local transitions that are
labeled with ¢ +— act: Expression ¢ is a threshold guard and the
action act may increment a shared variable.

Example 2.1. The TA from Figure 2]is quite similar to the code
in Figure[T} if START is called with v = 1 this corresponds to the
initial local state /1, while otherwise a process starts in £y. Initially
a process has not sent any messages. The local state £> in Figure[2]
captures that the process has sent EchoMsg and accept evaluates
to false, while ¢3 captures that the process has sent EchoMsg
and accept evaluates to true. The syntax of Figure [I] although
checking how many messages of some type are received, hides
bookkeeping details and the environment, e.g., message buffers. For
our verification technique, we need to make such issues explicit:
The shared variable z stores the number of correct processes that
have sent EchoMsg. Incrementing  models that EchoMsg is sent
when the transition is taken. Then, execution of Line Q] corresponds
to the transition 71. Executing Line[[3]is captured by ro: the check
whether t + 1 messages are received is captured by the fact that 7o
has the guard 71, that is, z > (¢ + 1) — f. Intuitively, this guard
checks whether sufficiently many processes have sent EchoMsg (i.e.,
increased x), and takes into account that at most f messages may
have been sent by faulty processes. Namely, if we observe the guard
in the equivalent form = 4 f > ¢+ 1, then we notice that it evaluates
to true when the total number of received EchoMsg messages from
correct processes (x) and potentially received messages from faulty
processes (at most f), is at least ¢ + 1, which corresponds to the
guard of Line[T3] Transition r4 corresponds to Line[I6] 3 captures
that Line[9)and Line [T6|are performed in one protocol step, and 75
captures Line[T3]and Line[T6] <

While the example shows that the code in a domain-specific
language and a TA are quite close, it should be noted that in reality,
things are slightly more involved. For instance, the DISTAL runtime
takes care of the bookkeeping of sent and received messages (waiting
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queues at different network layers, buffers, etc.), and just triggers
the high-level protocol when a threshold guard evaluates to true.
This typically requires counting the number of received messages.
While these local counters are present in the implementation, they
are abstracted in the TA. For the purpose of this paper we do not
need to get into the details. Discussions on data abstraction and
automated generation of TAs from code similar to DISTAL can be
found in [45].

We recall the necessary definitions introduced in [44]. A thresh-
old automaton is a tuple TA = (£,Z,T",II, R, RC) whose compo-
nents are defined as follows: The local states and the initial states
are in the finite sets £ and Z C L, respectively. For simplicity, we
identify local states with natural numbers, i.e., £ = {1,...,|L|}.
Shared variables and parameter variables range over N and are
in the finte sets I' and II, respectively. The resilience condition RC
is a formula over parameter variables in linear integer arithmetic,
and the admissible parameters are Prc = {p € NLHI :p = RC}
After an example for resilience conditions, we will conclude the
definition of a threshold automaton by defining R as the finite set
of rules.

Example 2.2. The admissible parameters and resilience conditions
are motivated by fault-tolerant distributed algorithms: Let n be the
number of processes, ¢ be the assumed number of faulty processes,
and in a run, f be the actual number of faults. For these parameters,
the famous result by Pease, Shostak and Lamport [56] states that
agreement can be solved iff the resilience condition n > 3t At >
f > 0is satisfied. Given such constraints, the set P gc is infinite,
and in Section [2.2] we will see that this results in an infinite state
system. N

A rule is a tuple (from, to, =, ¢~ ,u), where from and to are
from £, and capture from which local state to which a process
moves via that rule. A rule can only be executed if = and ¢~
are true; both are conjunction of guards. Each guard consists of a
shared variable x € T', coefficients ao, . . ., ajm| € Z, and parameter
., pjm| € Il sothatz > ag +ZL£I1 a; - p; is a lower
guard and x < ag+ ZLZ'I a; - p; is an upper guard. Then, ®™*° and
o are the sets of lower and upper guardsﬂ Rules may increase
shared variables using an update vector u € NEF‘ that is added to
the vector of shared variables. Finally, R is the finite set of rules.

variables p1, . .

Example 2.3. A rule corresponds to an edge in Figure[2] The pair
(from, to) encodes the edge while (=, >, u) encodes the edge
label. For example, rule 2 would be (£o, £2,71, T,1). Thus, a rule
corresponds to a (guarded) statement from Figure[I] (or combined
statements as discussed in Example [2.1). N

The above definition of TAs is quite general. It allows loops,
increase of shared variables in loops, etc. As has been observed
in [44], if one does not restrict increases on shared variables, the
resulting systems may produce runs that visit infinitely many states,
and there is little hope for a complete verification method. Hence,
Konnov et al. [42]] analyzed the TAs of the benchmarks [[11} 12}
14, 1211, 137,152} 161}, 163} 164]: They observed that some states have
self-loops (corresponding to busy-waiting for messages to arrive)
and in the case of failure detector based algorithms [61] there are
loops that consist of at most two rules. None of the rules in loops
increase shared variables. In our theory, we allow more general TAs
than actually found in the benchmarks. In more detail, we make the
following assumption:

! Compared to [42]], we use the more intuitive notation of ®*i¢ and pfall,
lower guards can only change from false to true (rising), while upper guards
can only change from true to false (falling); cf. Proposition@



Threshold automata for fault-tolerant distributed algorithms.
As in [44]), we assume that if a rule 7 is in a loop, then r.u = 0. In
addition, we use the restriction that all the cycles of a TA are simple,
i.e., between any two locations in a cycle there exists exactly one
node-disjoint directed path (nodes in cycles may have self-loops).
‘We conjecture that this restriction can be relaxed as in [42], but this
is orthogonal to our work.

Example 2.4. In the TA from Figure[2]we use the shared variable
as the number of correct processes that have sent a message. One
easily observes that the rules that update « do not belong to loops.
Indeed, all the benchmarks [[11} 12,114,211} 37,152} 161,163\ |64] share
this structure. This is because at the algorithmic level, all these
algorithms are based on the reliable communication assumption
(no message loss and no spurious message generation/duplication),
and not much is gained by resending the same message. In these
algorithms a process checks whether sufficiently many processes
(e.g., a majority) have sent a message to signal that they are in some
specific local state. Consequently, a receiver would ignore duplicate
messages from the same sender. In our analysis we exploit this
characteristic of distributed algorithms with threshold guards, and
make the corresponding assumption that processes do not send (i.e.,
increase x) from within a loop. Similarly, as a process cannot make
the sending of a message undone, we assume that shared variables
are never decreased. So, while we need these assumptions to derive
our results, they are justified by our application domain. N

2.2 Counter Systems

A threshold automaton models a single process. Now the question
arises how we define the composition of multiple processes that will
result in a distributed system. Classically, this is done by parallel
composition and interleaving semantics: A state of a distributed
system that consists of n processes is modeled as n-dimensional
vector of local states. The transition to a successor state is then
defined by non-deterministically picking a process, say ¢, and chang-
ing the ¢th component of the n-dimensional vector according to the
local transition relation of the process. However, for our domain
of threshold-guarded algorithms, we do not care about the precise
n-dimensional vector so that we use a more efficient encoding: It is
well-known that the system state of specific distributed or concur-
rent systems can be represented as a counter system [2} 144,511 159]:
instead of recording for some local state ¢, which processes are in /,
we are only interested in how many processes are in £. In this way,
we can efficiently encode transition systems in SMT with linear
integer arithmetics. Therefore, we formalize the semantics of the
threshold automata by counter systems.

Fix a threshold automaton TA, a function (expressible as linear
combination of parameters) N: Prc — Ny that determines the
number of modeled processes, and admissible parameter values p €
P rc. A counter system Sys(TA) is defined as a transition system
(%,1, R), with configurations ¥ and I and transition relation R
defined below.

Definition 2.5. A configuration o = (k, g, p) consists of a vector
of counter values 0.k € N‘L‘, a vector of shared variable values
0.g € NBF‘, and a vector of parameter values o.p = p. The
set 3 contains all configurations. The initial configurations are
in set I, and each initial configuration o satisfies 0.g 0,
Yiez o-kli] = N(p), and 3, o.k[i] = 0.

Example 2.6. The safety property from Example[2.2] refers to an
initial configuration that satisfies resilience condition n > 3t A t >
f>0,eg,4>3-1A1>02>0suchthato.p = (4,1,0). In our
encodings we typically have N is the function (n, ¢, f) — n — f.
Further, 0.k[lg] = N(p) = n— f = 4 and 0.k[(;] = 0, for
L; € L\ {fo}, and the shared variable o.g = 0. <
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A transition is a pair t = (rule, factor) of a rule and a
non-negative integer called the acceleration factor. For t
(rule, factor) we write t.u for rule.u, etc. A transition ¢ is unlocked
ino ifVk € {0,...,t.factor — 1}. (0.k,0.g + k - t.u,0.p)
t.p< At.o”. A transition t is applicable (or enabled) in o, if it is
unlocked, and o.k[t.from]| > t.factor, or t.factor = 0.

Example 2.7. This notion of applicability contains acceleration
and is central for our approach. Intuitively, the value of the factor
corresponds to how many times the rule is executed by different
processes. In this way, we can subsume steps by an arbitrary
number of processes into one transition. Consider Figure 2] If for
some k, k processes are in location ¢1, then in classic modeling it
takes k transitions to move these processes one-by-one to £2. With
acceleration, however, these k processes can be moved to /2 in
one step, independently of k. In this way, the bounds we compute
will be independent of the parameter values. However, assuming x
to be a shared variable and f being a parameter that captures the
number of faults, our (crash-tolerant) benchmarks include rules like
“x < f — x++ for local transition to a special “crashed” state.
The above definition ensures that at most f — x of these transitions
are accelerated into one transition (whose factor thus is at most
f — x). This precise treatment of threshold guards is crucial for
fault-tolerant distributed algorithms. The central contribution of this
paper is to show how acceleration can be used to shorten schedules
while maintaining specific temporal logic properties. N

Definition 2.8. The configuration o' is the result of applying the

enabled transition t to o, if

1. 0'.g = o0.g + t.factor - t.u

2.0/ p=op

3. ift.from # t.to then o’ .k[t.from] = o.k[t.from] — t.factor,
o' .k[t.to] = o.k[t.to] + t.factor, and
Ve e L\ {t.from,t.to}. o' .Kk[l] = 0.K[{].

4. ift.from = t.to then 0’ .k = 0.K.

In this case we use the notation ¢’ = t(o).

Example 2.9. Let us again consider Figure2]withn = 4, ¢ = 1,
and f = 1. We consider the initial configuration where o.k[¢1] =
n—f = 3and o.k[l;] = 0, for &; € L\ {lo}. The guard
of rule r5, v2: & > (n —t) — f = 2, initially evaluates to
false because © = 0. The guard of rule r; is true, so that any
transition (71, factor) is unlocked. As o.k[¢1] = 3, all transitions
(r1, factor), for 0 < factor < 3 are applicable. If the transition
(r1, 2) is applied to the initial configuration, we obtain that z = 2 so
that, after the application, 72 evaluates to true. Then 75 is unlocked
and the transitions (rs, 1) and (rs, 0) are applicable as o.x[¢;] = 1.
Since ~y2 checks for greater or equal, once it becomes true it remains
true. Such monotonic behavior is given for all guards, as has already
been observed in [44} Proposition 7], and is a crucial property. <

The transition relation R is defined as follows: Transition (a, o)
belongs to R iff there is a rule » € R and a factor & € Ng such that
o' = t(o) fort = (r, k). A schedule is a sequence of transitions. For
a schedule 7 and an index 7 : 1 < ¢ < |7|, by 7[i] we denote the ith
transition of 7, and by 7¢ we denote the prefix 7[1], ..., 7[i] of 7. A
schedule 7 = t1,...,t,, is applicable to configuration oy, if there
is a sequence of configurations o1, ...,0m with o; = t;(0i—1)
for 1 < i < m. A schedule t1,...,t, where t;.factor = 1 for
0 < i < m is called conventional. If there is a t;.factor > 1, then
a schedule is accelerated. By T - 7' we denote the concatenation of
two schedules 7 and 7'

We will reason about schedules in Section [6] for our mover
analysis, which is naturally expressed by swapping neighboring
transitions in a schedule. To reason about temporal logic properties,
we need to reason about the configurations that are “visited” by a
schedule. For that we now introduce paths.



A finite or infinite sequence 0o, t1,01, ..., k—1,0k—1,tk,- .-
of alternating configurations and transitions is called a path, if for
every transition ¢;, ¢ € N, in the sequence, holds that ¢; is en-
abled in 0;_1, and 0; = t;(0;—1). For a configuration oo and
a finite schedule 7 applicable to oo, by path(oo,T) we denote
oo, t1,01,... ,t‘.r‘,0'|7.| with o; = ti(0'¢71), for 1 <1< ‘T‘ Sim-
ilarly, if 7 is an infinite schedule applicable to oo, then path(co, 7)
represents an infinite sequence oo, t1,01,...,tk—1,0k—1,tk, ...
where o; = t;(0;-1), forall i > 0.

The evaluation of the threshold guards solely defines whether
certain rules are unlocked. As was discussed in Example[2.9] along
a path, the evaluations of guards are monotonic. The set of upper
guards that evaluate to false and lower guards that evaluate to true —
called the context— changes only finitely many times. A schedule
can thus be understood as an alternating sequence of schedules
without context change, and context-changing transitions. We will
recall the definitions of context etc. from [42] in Section [5] We
say that a schedule 7 is steady for a configuration o, if every
configuration of path(o, 7) has the same context.

Due to the resilience conditions and admissible parameters,
our counter systems are in general infinite state. The following
proposition establishes an important property for verification.

Proposition 2.10. Every (finite or infinite) path visits finitely many
configurations.

Proof. By Definition[2.8[3), if a transition ¢ is applied to a configu-
ration o, then the sum of the counters remains unchanged, that is,
Y ver 0-Kl] =3, t(o).k[€]. By repeating this argument, the
sum of the counters remains stable in a path. By Definition[2.8]2)
the parameter values also remain stable in a path.

By Definition [2:8[1), it remains to show that in each path
eventually the shared variable g stop increasing. Let us fix a rule
r = (from, to, o=, ¢~ ,u) that increases g. By the definition of a
transition, applying some transition (r, factor) decreases [r.from)|
by factor. As by assumption on TAs, r is not in a cycle, k[r.from] is
increased only finitely often, namely, at most N (p) times. As there
are only finitely many rules in a TA, the proposition follows. [

3. Verification Problems: Parameterized
Reachability vs. Safety & Liveness.

In this section we will discuss the verification problems for fault-
tolerant distributed algorithms. A central challenge is to handle
resilience conditions precisely.

Example 3.1. The safety property (unforgeability) of [64] ex-
pressed in terms of Figure [2] means that no process should ever
enter /3 if initially all processes are in £, given that n > 3t At >
f > 0. We can express this in the counter system: under the re-
silience condition n > 3t At > f > 0, given an initial con-
figuration o, with 0.k[lg] = n — f, to verify safety, we have to
establish the absence of a schedule T that satisfies 0’ = 7(c’) and
o' .k[ls] > 0.

In order to be able to answer this question, we have to deal with
these resilience conditions precisely: Observe that /3 is unreachable,
as all outgoing transitions from ¢, contain guards that evaluate to
false initially, and since all processes are in £y no process ever
increases x. A slight modification of ¢ > ftot+ 1 > f in the
resilience condition changes the result, i.e., one fault too many
breaks the system. For example, if n = 4,¢ = 1, and f = 2, then the
new resilience condition holds, but as the guard 1 : @ > (¢+1)— f
is now initially true, then one correct process can fire the rule r2
and increase . Now when z = 1, the guard y2 : & > (n — t) — f
becomes true, so that the process can fire the rule r4 and reach the
state /3. This tells us that unforgeability is not satisfied in the system
where the resilience conditionisn > 3t At +1 > f > 0. <
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Y u=pform |Gy |Fy [ A
pform ::= cform | gform V cform
cform = \/ Kk[(] #0 | /\ k[l] = 0| cform A cform
L€ Locs L€ Locs
gform ::= guard | —gform | gform A gform

Table 1. The syntax of ELTLgr-formulas: pform defines proposi-
tional formulas, and ¢ defines temporal formulas. We assume that
Locs C £ and guard € @™ U ol

This is the verification question studied in [42], which can be
formalized as follows:

Definition 3.2 (Parameterized reachability). Given a threshold
automaton TA and a Boolean formula B over {k[i] =0 | i € L},
check whether there are parameter values p € Prc, an initial
configuration oo € I with oo.p = p and a finite schedule T
applicable to oq such that T(o9) = B.

As shown in [42], if such a schedule exists, then there is also a
schedule of bounded length. In this paper, we do not limit ourselves
to reachability, but consider specifications of counterexamples to
safety and liveness of FTDAs from the literature. We observe that
such specifications use a simple subset of linear temporal logic that
contains only the temporal operators F and G .

Example 3.3. Consider a liveness property from the distributed
algorithms literature called correctness [64]:

GF ¢ir — (K[lo] =0 — FK[l3] #0). (1)

Formula g, expresses the reliable communication assumption
of distributed algorithms [32]. In this example, Ypir = K[{1] =
OAN(z > t+1 = kllo]) =0AK[L] =0)A(z > n—t — K[l] =
0 A k[f2] = 0). Intuitively, G F ¢ means that all processes
in /1 should eventually leave this state, and if sufficiently many
messages of type x are sent (71 or 2 holds true), then all processes
eventually receive them. If they do so, they have to eventually
fire rules 71, r2, r3, or r4 and thus leave locations £y, ¢1, and 5.
Our approach is based on possible shapes of counterexamples.
Therefore, we consider the negation of the specification @) that is,
G F ¢pir A K[lo] = 0 A G k[€3] = 0. In the following we define the
logic that can express such counterexamples. N

The fragment of LTL limited to F and G was studied in [29] 46].
We further restrict it to the logic that we call Fault-Tolerant Temporal
Logic (ELTLgT), whose syntax is shown in Table The formulas
derived from cform — called counter formulas — restrict counters,
while the formulas derived from gform — called guard formulas
restrict shared variables. The formulas derived from pform are
propositional formulas. The temporal operators F and G follow
the standard semantics [5117], that is, for a configuration ¢ and an
infinite schedule 7, it holds that path(c, 7) = ¢, if:

1. o = ¢, when o is a propositional formula,
2.3, 7" i =7"- 7" path(r'(c),7") |= ¥, when ¢ = F 1),
3.7, 7" i =1"- 7" path(7'(0),7") E ¢, when ¢ = G .

To stress that the formula should be satisfied by at least one path,
we prepend ELT Lgr-formulas with the existential path quantifier E.
We use the shorthand notation ¢rue for a valid propositional formula,
e.2.. \;co k[i] = 0. We also denote with ELTLg the set of all
formulas that can be written using the logic ELTLg~.

We will reason about invariants of the finite subschedules, and
consider a propositional formula . Given a configuration o, a finite
schedule 7 applicable to o, and v, by Cfgs(o, 7) |= ¢ we denote




algorithm parameterized model checking(TA, ¢): // see Def.'
G = cut_graph () /* Sect. 4 %/
H := threshold graph(TA) /x Sect. 5 +/
for each < in topological _orderings(G U #H) do //e.g., using [13)]
check one_order(TA, ¢, G, H, <) /* Sect. 6—7 +/
if SMT _sat() then report the SMT model as a counterexample

Figure 3. A high-level description of the verification algorithm. For
details of check_one_order, see Section[7.2]and Figure

that 1) holds in every configuration ¢’ visited by the path path(o, 7).
In other words, for every prefix 7" of 7, we have that 7/ (o) |= 1.

Definition 3.4 (Parameterized unsafety & non-liveness). Given a
threshold automaton TA and an ELTLFt formula 1, check whether
there are parameter values p € Prc, an initial configuration
oo € I with 0o.p = p, and an infinite schedule T of Sys(TA)
applicable to oo such that path(oo, T) |= .

Complete bounded model checking. We solve this problem by
showing how to reduce it to bounded model checking while guaran-
teeing completeness. To this end, we have to construct a bounded-
length encoding of infinite schedules. In more detail:

e We observe that if path(oo,7) | %, then there is an initial
state o and two finite schedules ¥ and p (of unknown length)
that can be used to construct an infinite (lasso-shaped) schedule
¥ - p*, such that path(o, 9 - p*) |= 1 (Section 4.1}

Now given 9 and p, we prove that we can use a -specific
reduction, to cut ¥ and p into subschedules ¥4, ..., Y, and
P1, - - ., Pn, respectively so that the subschedules satisfy subfor-
mulas of ¢ (Sections [d.2] 3] and 3).

We use an offline partial order reduction, specific to the subfor-
mulas of v, and acceleration to construct representative sched-
ules rep[¥;] and rep|[p;] that satisfy the required ELTLgr for-
mulas that are satisfied ¢; and p;, respectively for 1 < i < m
and 1 < j < n. Moreover, rep[;] and rep[p;] are fixed se-
quences of rules, where bounds on the lengths of the sequences
are known (Section[6).

These fixed sequence of rules can be used to encode a query
to the SMT solver (Section [7.I). We ask whether there is an
applicable schedule in the counter system that satisfies the
sequence of rules and v (Section[7.3). If the SMT solver reports
a contradiction, there exists no counterexample.

Based on these theoretical results, our tool implements the high-
level verification algorithm from Figure 3] (in the comments we give
the sections that are concerned with the respective step):

4. Shapes of Schedules that Satisfy ELTLgt

We characterize all possible shapes of lasso schedules that satisfy an
ELTLgr-formula (. These shapes are characterized by so-called cut
points: We show that every lasso satisfying ¢ has a fixed number of
cut points, one cut point per a subformula of ¢ that starts with F . The
configuration in the cut point of a subformula F 1) must satisfy 1,
and all configurations between two cut points must satisfy certain
propositional formulas, which are extracted from the subformulas
of ¢ that start with G. Our notion of a cut point is motivated by
extreme appearances of temporal operators [29].

Example 4.1. Consider the ELTLgt formulap = EF (a AFd A
FeAGbAGFc), wherea, . .., e are propositional formulas, whose
structure is not of interest in this section. Formula ¢ is satisfiable by
certain paths that have lasso shapes, i.e., a path consists of a finite
prefix and a loop, which is repeated infinitely. These lassos may
differ in the actual occurrences of the propositions and the start of the
loop: For instance, at some point, a holds, and since then b always
holds, then d holds at some point, then e holds at some point, then
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(and 15 more...)

Figure 4. The shapes of lassos that satisfy the formula EF (a A
FdAFeAGOAGF c). The crosses show cut points for: (A) formula
F(aAFdANFeANGbAGFc), (B) formula Fd, (C) formula Fe,
(D) loop start, (E) formula F ¢, and (F) loop end.

the loop is entered, and c holds infinitely often inside the loop. This
is the case (a) shown in Figure[d] where the configurations in the cut
points A, B, C, and D must satisfy the propositional formulas a, d,
e, and c respectively, and the configurations between A and F' must
satisfy the propositional formula b. This example does not restrict
the propositions between the initial state and the cut point A, so that
this lasso shape, for instance, also captures the path where b holds
from the beginning. There are 20 different lasso shapes for ¢, five
of them are shown in the figure. We construct lasso shapes that are
sufficient for finding a path satisfying an ELTLgt formula. In this
example, it is sufficient to consider lasso shapes (a) and (b), since
the other shapes can be constructed from (a) and (b) by unrolling
the loop several times. N

4.1 Restricting Schedules to Lassos

In the seminal paper [66], Vardi and Wolper showed that if a
finite-state transition system M violates an LTL formula— which
requires all paths to satisfy the formula—then there is a path
in M that (i) violates the formula and (ii) has lasso shape. As our
logic ELTLg specifies counterexamples to the properties of fault-
tolerant distributed algorithms, we are interested in this result in the
following form: if the transition system satisfies an ELTL formula —
which requires one path to satisfy the formula— then M has a path
that (i) satisfies the formula and (ii) has lasso shape.

As observed above, counter systems are infinite state. Conse-
quently, one cannot apply the results of [66]] directly. However, using
Proposition 2.10} we show that a similar result holds for counter
systems of threshold automata and ELTLg~:

Proposition 4.2. Given a threshold automaton TA and an ELTLgt
SJormula ¢, if Sys(TA) |= Ep, then there are an initial configura-
tion o1 € I and a schedule T - p“ with the following properties:

1. the path satisfies the formula: path(o1,7 - p*) = ¢,

2. application of p forms a cycle: p*(1(c1)) = 7(o1) for k > 0.

Although in [43] we use Biichi automata to prove Proposition[4.2]
we do not use Biichi automata in this paper. Since ELTLgT uses
only the temporal operators F and G, we found it much easier to
reason about the structure of ELTLgt formulas directly (in the spirit
of [29]) and then apply path reductions, rather than constructing the
synchronous product of a Biichi automaton and of a counter system
and then finding proper path reductions.



can(ip) | [0] 03]

@[F (dA Gtrue)][F(e/\ .. )] [G (bAF(cAGtrue) NG true)]
[0.0] [0.1] [0.2]

[0.1.0] [0.1.1] [0.2.0][0.2.1]

[F (enNG true)] [G true]
[0.3.1110.3.2]

G true

Figure 5. A canonical syntax tree of the ELTLgr formula ¢ =
F(aAFdAFeAGbA GFc) considered in Example The
labels [w] denote identifiers of the tree nodes.

[0.3.0]

Although Proposition f.2] guarantees counterexamples of lasso
shape, it is not sufficient for model checking: (i) counter systems
are infinite state, so that state enumeration may not terminate, and
(ii) Proposition[d.2] does not provide us with bounds on the length of
the lassos needed for bounded model checking. In the next section,
we show how to split a lasso schedule in finite segments and to find
constraints on lasso schedules that satisfy an ELTLgt formula. In
Section[6] we then construct shorter (bounded length) segments.

4.2 Characterizing Shapes of Lasso Schedules

We now construct a cut graph of an ELTLgt formula: Cut graphs
constrain the orders in which subformulas that start with the oper-
ator F are witnessed by configurations. The nodes of a cut graph
correspond to cut points, while the edges constrain the order between
the cut points. Using cut points, we give necessary and sufficient con-
ditions for a lasso to satisfy an ELTLgr formula in Theorems[@.12]
and[4.13] Before defining cut graphs, we give the technical defini-
tions of canonical formulas and canonical syntax trees.

Definition 4.3. We inductively define canonical ELTL gt formulas:

e if p is a propositional formula, then the formula p A\ G true is a
canonical formula of rank 0,

e if p is a propositional formula and formulas 1, ...,y are
canonical formulas (of any rank) for some k > 1, then the
Sformulap A Fipy A -+ - A Fiby, A Gitrue is a canonical formula
of rank 1,

e if p is a propositional formula and formulas 1, ..., are
canonical formulas (of any rank) for some k > 0, and Y41 is
a canonical formula of rank 0 or 1, then the formula p A Fi1 N\
<« A Fr. A Gr41 is a canonical formula of rank 2.

Example 4.4. Let p and g be propositional formulas. The formulas
pAG true and true AF (g AG true) AG (pAG true) are canonical,
while the formulas p, F ¢, and G p are not canonical. Continuing
Example the canonical version of the formula F (a AFdAF e A
GbAGFc)is the formula F (a AF (d A G true) AF (e AG true) A
G (b AF (cAGtrue) AG true)). <

We will use formulas in the following canonical form in order to
simplify presentation.

Observation 1. The properties of canonical ELTLrt formulas:

1. Every canonical formula consists of canonical subformulas of
the formp A Fi1 A - - N Fiy A Gipgy1 for some k > 0, fora
propositional formula p, canonical formulas 11, . .., ¥k, and a
Sformula 1y, 1 that is either canonical, or equals to true.

2. If a canonical formula contains a subformula G(--- N\ Gv),
then ) equals true.

Proposition 4.5. There is a function can : ELTLrr — ELTLFr
that produces for each formula ¢ € ELTLrt an equivalent canoni-
cal formula can(p).
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Figure 6. The cut graph of the canonical syntax tree in Figure]
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For an ELTLgt formula, there may be several equivalent canoni-
cal formulas, e.g., p AF (¢ A G true) AF (p A G true) A G true and
pAF (pAGtrue) ANF (g AGtrue) A G true differ in the order of
F -subformulas. With the function can we fix one such a formula.

Canonical syntax trees. The canonical syntax tree of the formula
introduced in Exampleis shown in Figure With N§ we denote
the set of all finite words over natural numbers — these words are
used as node identifiers.

Definition 4.6. The canonical syntax tree of a formula o € ELTLrr

is the set T (p) C ELTLr1 % N§ constructed inductively as follows:

1. The tree contains the root node labeled with the canonical
Sformula can(p) and id 0, that is, {can(p),0) € T (p).

2. Consider a tree node (Y, w) € T(p) such that for some

canonical formula 1)’ € ELTLgt one of the following holds:
(@) =" = can(p), or (b)p = F)', or (c)p = G’
IfY isp A Fiy A--- A Fipy A Gipay for some k > 0, then
the tree T () contains a child node for each of the conjuncts
of ¢, that is, (p,w.0) € T (p), as well as (Fi;, w.i) € T ()
and (GYj,w.5) € T(p)for1 <i<kandj=k+1

Observation 2. The canonical syntax tree T (@) of an ELTLgt
formula o has the following properties:
® Every node (1, w) has the unique identifier w, which encodes
the path to the node from the root.
e Every intermediate node is labeled with a temporal operator F
or G over the conjunction of the formulas in the children nodes.
e The root node is labeled with the formula o itself, and ¢ is
equivalent to the conjunction of the root’s children formulas,
possibly preceded with a temporal operator F or G.

The temporal formulas that appear under the operator G have
to be dealt with by the loop part of a lasso. To formalize this, we
say that a node with id w € Nj is covered by a G -node, if w can
be split into two words u1, ue € Nj with w = wuj.us2, and there is a
formula ¢ € ELTLgr such that (G, u1) € T (¢).

Cut graphs. Using the canonical syntax tree 7 (¢) of a formula ¢,
we capture in a so-called cut graph the possible orders in which
formulas F 1) should be witnessed by configurations of a lasso-
shaped path. We will then use the occurrences of the formula 1 to
cut the lasso into bounded finite schedules.

Example 4.7. Figure[6]shows the cut graph of the canonical syntax
tree in Figure 5] It consists of tree node ids for subformulas starting
with F, and two special nodes for the start and the end of the loop.
In the cut graph, the node with id O precedes the node with id 0.1,
since at least one configuration satisfying (a AF(dA...)A...)
should occur on a path before (or at the same moment as) a state
satisfying (d A . ..). Similarly, the node with id O precedes the node
with id 0.2. The nodes with ids 0.1 and 0.2 do not have to precede
each other, as the formulas d and e can be satisfied in either order.
Since the nodes with the ids 0, 0.1, and 0.2 are not covered by a
G -node, they both precede the loop start. The loop start precedes
the node with id 0.3.1, as this node is covered by a G -node. <

Definition 4.8. The cut graph G(¢) of an ELTLrr formula is a
directed acyclic graph (Vg, Eg) with the following properties:



1. The set of nodes Vg = {100pgan;100peng} U {w € N |
). (Fp,w) € T(p)} contains the tree ids that label F-
Sformulas and two special nodes loop,,, and loop,,y, which
denote the start and the end of the loop respectively.

2. The set of edges Eg satisfies the following constraints:

(a) Each tree node (F,w) € T (p) that is not covered by a
G -node precedes the loop start, i.e., (w,loopg,,,) € Eg.
(b) For each tree node (Fi,w) € T () covered by a G-node:
e the loop start precedes w, i.e., (loopy,,, w) € &g, and
e w precedes the loop end, i.e., (w,loop,,q) € Eg.
(c) For each pair of tree nodes (Fir,w) , (Fi2,w.i) € T (p)
not covered by a G-node, we require (w,w.i) € Eg.
(d) For each pair of tree nodes (Fi)1,w1) , (Fiba, w2) € T ()
that are both covered by a G-node, we require either
(w1, w2) € &g, or (w2, w1) € Eg (but not both).

Definition 4.9. Given a lasso T - p* and a cut graph G(p) =
Vg, Eg), we call a function ¢ : Vg — {0, ..., |7| + |p| — 1} a cut
function, if the following holds:

b C(Ioopstart) = |T‘ and C(loopend) = |T| + ‘p| - 1’

o if (v,v') € Eg, then ((v) < ((V').

We call the indices {¢(v) | v € Vg} the cut points. Given a
schedule 7 and an index k : 0 < k < |7| + |p|, we say that the
index k cuts 7 into 7’ and 7"/, if T = ' - " and || = k.

Informally, for a tree node (Fi,w) € T(¢), a cut point
¢(w) witnesses satisfaction of F 1), that is, the formula ¢ holds
at the configuration located at the cut point. It might seem that
Definitions 8] and [.9] are too restrictive. For instance, assume that
the node (F ¢, w) is not covered by a G -node, and there is a lasso
schedule 7 - p“ that satisfies the formula ¢ at a configuration o. It is
possible that the formula v is witnessed only by a cut point inside the
loop. At the same time, Definition [4.9]forces ((w) < ¢(loop,,,)-
We show that this problem is resolved by unwinding the loop K
times for some K > 0, so that there is a cut function for the lasso
with the prefix 7 - p™ and the loop p:

Proposition 4.10. Let @ be an ELTLgt formula, o be a configu-
ration and T - p* be a lasso schedule applicable to o such that
path(o, T - p*) |E ¢ holds. There is a constant K > 0 and a cut
function ¢ such that for every (Fi,w) € G(T (p)) if ((w) cuts
(1 p%) - pinton’ and ©", then  is satisfied at the cut point, that
is, path(x (o), 1" - °) |2

Proof sketch. The detailed proof is given in [43]. We will present the
required constant X > 0 and the cut function . To this end, we use
extreme appearances of F -formulas (cf. [29} Sec. 4.3]) and use them
to find ¢. An extreme appearance of a formula F ¢ is the furthest
point in the lasso that still witnesses ). There might be a subformula
that is required to be witnessed in the prefix, but in 7 - p“it is only
witnessed by the loop. To resolve this, we replace 7 by a a longer
prefix 7 - p, by unrolling the loop p several times; more precisely,
K times, where K is the number of nodes that should precede the
lasso start. In other words, if all extreme appearances of the nodes
happen to be in the loop part, and they appear in the order that is
against the topological order of the graph G(7 (¢)), we unroll the
loop K times (the number of nodes that have to be in the prefix)
to find the prefix, in which the nodes respect the topological order
of the graph. In the unrolled schedule we can now find extreme
appearances of the required subformulas in the prefix. O

We show that to satisfy an ELTLgt formula, a lasso should
(i) satisfy propositional subformulas of F -formulas in the respective
cut points, and (ii) maintain the propositional formulas of G-
formulas from some cut point on. This is formalized as a witness.

In the following definition, we use a short-hand notation for
propositional subformulas: given an ELTLgr-formula ¢ and its
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canonical form can(v) = 1o AFip1 A--- AF i A Gibyg1, we
use the notation prop (1) to denote the formula 1)g.

Definition 4.11. Given a configuration o, a lasso T - p* applicable
to o, and an ELTL gt formula o, a cut function ¢ of G(T (p)) is a
witness of path(o, T - p*) |= ¢, if the three conditions hold:
(C1) For can(p) = o A Fipr A+ AN Fio A Ghya:
(a) o = o, and
(b) Cgs(a, 7 - p) = prop(Yr+1).
(C2) For (Fy,v) € T(p)with ((v) < |7, if ((v) cuts T - p into
7" and 7" and 1) = o A Fip1 A -+~ A Fip, A Gyy1, then:
(a) 7' (o) & vo, and
(b) Clgs(n'(0), ") k= prop(Yr+1).
(C3) For (Fy,v) € T (p) with {(v) > |7}, if ((v) cuts T - p into
' and '’ andp = o A Fipr A -+ A Fapp A Ghgaa, then:
(a) 7' (o) E o, and
(b) Clas(7(0),p) |= prop(Ys).

Conditions (a) require that propositional formulas hold in a con-
figuration, while conditions (b) require that propositional formulas
hold on a finite suffix. Hence, to ensure that a cut function consti-
tutes a witness, one has to check the configurations of a fixed number
of finite paths (between the cut points). This property is crucial for
the path reduction (see Section[6)). Theorems [@.12] and .13 show
that the existence of a witness is a sound and complete criterion for
the existence of a lasso satisfying an ELTLgt formula.

Theorem 4.12 (Soundness). Let o be a configuration, T - p* be a
lasso applicable to o, and p be an ELTLgt formula. If there is a
witness of path(o,T - p*) |= p, then the lasso T - p* satisfies o,
that is path(o, 7 - p“) = ¢.

Theorem 4.13 (Completeness). Let @ be an ELTLrt formula, o
be a configuration and T - p“ be a lasso applicable to o such that
path(o, T - p*) = @ holds. There is a witness of path(c, (T - p*) -
0“) E p for some K > 0.

Theorem [A.12] is proven for subformulas of ¢ by structural
induction on the intermediate nodes of the canonical syntax tree.
In the proof of Theorem f.T3| we use Proposition[4.10]to prove the
points of Definition[.T1] (The detailed proofs are given in [43]].)

4.3 Using Cut Graphs to Enumerate Shapes of Lassos

Proposition [4.2] and Theorem [4.13] suggest that in order to find a
schedule that satisfies an ELTLgt formula ¢, it is sufficient to look
for lasso schedules that can be cut in such a way that the config-
urations at the cut points and the configurations between the cut
points satisfy certain propositional formulas. In fact, the cut points
as defined by cut functions (Definition are topological order-
ings of the cut graph G(7 (¢)). Consequently, by enumerating the
topological orderings of the cut graph G(7 (¢)) we can enumerate
the lasso shapes, among which there is a lasso schedule satisfying ¢
(if o holds on the counter system). These shapes differ in the order,
in which F -subformulas of ¢ are witnessed. For this, one can use
fast generation algorithms, e.g., [[13]].

Example 4.14. Consider the cut graph in Figure [§] The order-
ing of its vertices 0,0.1, 0.2, loopg.,,0.3.1, loop,,4 corresponds
to the lasso shape (a) shown in Figure ] while the ordering
loopga, 0,0.2,0.1, loopg,., 0.3.1, loop,,y corresponds to the
lasso shape (b). These are the two lasso shapes that one has to
analyze, and they are the result of our construction using the cut
graph. The other 18 lasso shapes in the figure are not required, and
not constructed by our method. N

From this observation, we conclude that given a topological
ordering v1, . .., vy, of the cut graph G(T () = (Vg,&g). one
has to look for a lasso schedule that can be written as an alternating



sequence of configurations o; and schedules 7;:

00,7T0,015T1y-++,00,Tly...

(@)

where v¢ = 100pga, Vjvg| = 100peyg, and o¢ = o)y, |. Moreover,
by Definition the sequence of configurations and schedules
should satisfy e.g., if a node v; corresponds to the for-
mula F (oA - -AG 9511 ) and this formula matches Condition[(C2)}
then the following should hold:

1. Configuration o; satisfies the propositional formula: o; = o.

2. All configurations visited by the schedule 7; - . . . - 77y,5| from the
configuration o; satisfy the propositional formula prop (¢¥x1).
Formally, Cfgs(ai, 7i - ... - T|vg|) = prop(it1).

One can write an SMT query for the sequence (2) satisfying
Conditions However, this approach has two problems:

1. The order of rules in schedules 7o, . . ., T}y, is not fixed. Non-
deterministic choice of rules complicates the SMT query.

2. To guarantee completeness of the search, one requires a bound
on the length of schedules 7o, . .., Ty,

For reachability properties these issues were addressed in [42]]
by showing that one only has to consider specific orders of the rules;
so-called representative schedules. To lift this technique to ELTLg,
we are left with two issues:

1. The shortening technique applies to steady schedules, i.e., the
schedules that do not change evaluation of the guards. Thus, we
have to break the schedules 7o, . . ., Ty, into steady schedules.
This issue is addressed in Section[5]

2. The shortening technique preserves state reachability, e.g., after
shortening of 7;, the resulting schedule still reaches configura-
tion o;+1. But it may violate an invariant such as Cfgs(o;, 7 -
-+ Tvg|) |E prop(vr+1). This issue is addressed in Section@

s Vg =15 T|Vg|s Olvg|s

5. Cutting Lassos with Threshold Guards

‘We introduce threshold graphs to cut a lasso into steady schedules,
in order to apply the shortening technique of Section [6} Then,
we combine the cut graphs and threshold graphs to cut a lasso
into smaller finite segments, which can be first shortened and then
checked with the approach introduced in Section[f.3]

Given a configuration o, its context w(o) is the set that consists
of the lower guards unlocked in ¢ and the upper guards locked in o,
ie., w(o) = QU QP! where Q¢ = {g € ™° | ¢ |= g}
and Q"' = {g € ™' | 5 [£ g}. As discussed in Exampleon
page[d] since the shared variables are never decreased, the contexts
in a path are monotonically non-decreasing:

Proposition 5.1 (Prop. 3 of [42]). If a transition t is enabled in a
configuration o, then w(o) C w(t(o)).

Example 5.2. Continuing Example[2.9] which considers the TA in
Figure 2] Both threshold guards 1 and +y are false in the initial
state 0. Thus, w(o) = . The transition ¢ = (r1, 1) unlocks the
guard 1, i.e., w(t(o)) = {m}. <

As the transitions of the counter system Sys(TA) never decrease
shared variables, the loop of a lasso schedule must be steady:

Proposition 5.3. For each configuration o and a schedule T - p®,
if p*(7(0)) = 7(0) for k > 0, then the loop p is steady for T(o),
that is, w(p(7(0))) = w(r(0)).

In [42], Proposition 5.1] was used to cut a finite path into
segments, one per context. We introduce threshold graphs and their
topological orderings to apply this idea to lasso schedules.

Definition 5.4. A threshold graph is H(TA) = (Vy, Ex) such that:
¢ The vertices set Vy contains the threshold guards and the special
node 10op,,,, i.e., Vi = @ U &' U {loop,,,. }-

727

(a) (b)
—X—X% ——X—X —X —X—
71 2 d)fatr 71 wfaw
fe—— K[ls] = > e K[ls] =
(©
Vfair

Figure 7. The shapes of lassos to check the correctness property in
Example[3.3] Recall that ~; and +y; are the threshold guards, defined
asz>t+1— fandx > n —t — f respectively.

o There is an edge from a guard g1 € ®™*° to a guard g, € d*°,
if g2 cannot be unlocked before g1, i.e., (g1,92) € Ew, if for
each configuration o € %, o |= g2 implies o |= g1.

e There is an edge from a guard g1 € ™" t0 a guard g, € ™!,
if g2 cannot be locked before g1, i.e., (g1,92) € Ex, if for each
configuration o € X, o [~ g2 implies o [~ g1.

Note that the conditions in Definition[5.4]can be easily checked
with an SMT solver, for all configurations.

Example 5.5. The threshold graph of the TA in Figure 2] has the

vertices Vi = {71,72, l00p,,,. } and the edges Ex = {(71,72)}-
<

Similar to Section B3] we consider a topological ordering
G1s---59¢s -5 G|y, Of the vertices of the threshold graph. The
node g, = loop,,.,, indicates the point where a loop should start, and
thus by Proposition [5.3] after that point the context does not change.
Thus, we consider only the subsequence g1, . .., g¢—1 and split the
path path(c, 7 - p) of a lasso schedule 7 - p* into an alternating
sequence of configurations o; and schedules 7o and ¢; - 7;, for
1 < j < 4, ending up with the loop p (starting in o,—; and ending
ino ¢ =0 2_1)2

3

In this sequence, the transitions ¢1, . . ., t,—1 change the context,
and the schedules 7o, 71, ..., 7¢—1, p are steady. Finally, we inter-
leave a topological ordering of the vertices of the cut graph with a
topological ordering of the vertices of the threshold graph. More
precisely, we use a topological ordering of the vertices of the union
of the cut graph and the threshold graph. We use the resulting se-
quence to cut a lasso schedule following the approach in Section[f.7]
(cf. Equation (2)). By enumerating all such interleavings, we obtain
all lasso shapes. Again, the lasso is a sequence of steady schedules
and context-changing transitions.

00,70,01, (t1 - T1), ..., 00—2, (te—1 - Te—1), 0e—1, p, 0¢

Example 5.6. Continuing Examplem given on page@ we consider
the lasso shapes that satisfy the ELTLgt formula G F ¢ A K[€o] =
0 A G k[¢s] = 0. Figure[7)shows the lasso shapes that have to be
inspected by an SMT solver. In case (a), both threshold guards 1
and 2 are eventually changed to true, while the counter x[{3] is
never increased in a fair execution. For n = 3¢, this is actually
a counterexample to the correctness property explained in Exam-
plem In cases (b) and (c) at most one threshold guard is eventually
changed to true, so these lasso shapes cannot produce a counterex-
ample. N

In the following section, we will show how to shorten steady
schedules, while maintaining Conditions [[CDH(C3)] of Defini-
tion required to satisfy the ELTLgt formula.
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Figure 8. Changing the order of transitions can violate ELTLgr
formulas. If o1.x[¢] = 1, then for the upper schedule 7y, holds that
Cfgs(o1,mwp) = K[€] > 0, while for the lower one this is not the
case, because o5 £ k[€] > 0.

6. The Short Counterexample Property

Our verification approach focuses on counterexamples, and as
discussed in Section |3 negations of specifications are expressed
in ELTLgT. In the case of reachability properties, counterexamples
are finite schedules reaching a bad state from an initial state. An
efficient method for finding counterexamples to reachability can
be found in [42]. It is based on the short counterexample property.
Namely, it was proven that for each threshold automaton, there is a
constant d such that if there is a schedule that reaches a bad state,
then there must also exist an accelerated schedule that reaches that
state in at most d transitions (i.e., d is the diameter of the counter
system). The proof in [42] is based on the following three steps:

1. each finite schedule (which may or may not be a counterexam-
ple), can be divided into a few steady schedules,
for each of these steady schedules they find a representative,
i.e., an accelerated schedule of bounded length, with the same
starting and ending configurations as the original schedule,

. at the end, all these representatives are concatenated in the same
order as the original steady schedules.

This result guarantees that the system is correct if no counterex-
ample to reachability properties is found using bounded model
checking with bound d. In this section, we extend the technique
from Point 2 from reachability properties to ELTLgr formulas. The
central result regarding Point 2 is the following proposition which
is a specialization of [42] Prop. 7]:

Proposition 6.1. Let TA = (£,Z,T,11,R,RC) be a threshold
automaton. For every configuration o and every steady schedule T
applicable to o, there exists a steady schedule srep[o, 7] with the
following properties: srep[o, T| is applicable to o, srep[o, 7](0) =
7(0), and |srep[o, T]| < 2-|R|.

2.

We observe that the proposition talks about the first configura-
tion o and the last one 7 (o), while it ignores intermediate config-
urations. However, for ELTLgt formulas, one has to consider all
configurations in a schedule, and not just the first and the last one.

Example 6.2. Figure [§| shows the result of swapping transitions.
The approaches by [50] and [42] are only concerned with the first
and last configurations: they use the property that after swapping
transitions, o3 is still reached from o. The arguments used in [42}
50] do not care about the fact that the resulting path visits a different
intermediate state (o instead of o2). However, if o1..[€] = 1, then
o2.k[¢] > 0, while o5.k[¢] = 0. Hence, swapping transitions may
change the evaluation of ELTLgt formulas, e.g., G (k[¢] > 0). <«

Another challenge in verification of ELTLgt formulas is that
counterexamples to liveness properties are infinite paths. As dis-
cussed in Section we consider infinite paths of lasso shape ¢ - p“.
For a finite part of a schedule, ¢ - p, satisfying an ELTLgr formula,
we show the existence of a new schedule, ¥’ - p’, of bounded length
satisfying the same formula as the original one. Regarding the short-
ening, our approach uses a similar idea as the one from [42]. We
follow modified steps from reachability analysis:
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1. We split ¢ - p into several steady schedules, using cut points
introduced in Sections [4] and [5] The cut points depend not
only on threshold guards, but also on the ELTLgr formula ¢
representing the negation of a specification we want to check.
Given such a steady schedule 7, each configuration of 7 satisfies
a set of propositional subformulas of ¢, which are covered by
the operator G in .

. For each of these steady schedules we find a representative, that

is, an accelerated schedule of bounded length that satisfies the

necessary propositional subformulas as in the original schedule

(i.e., not just that starting and ending configurations coincide).

We concatenate the obtained representatives in the original order.

In [43]], we present the mathematical details for obtaining these

representative schedules, and prove different cases that taken to-

gether establish our following main theorem:

Theorem 6.3. Ler TA = (L,Z,T,1I,R,RC) be a threshold
automaton, and let Locs C L be a set of locations. Let o be a
configuration, let T be a steady conventional schedule applicable
to o, and let 1) be one of the following formulas:

\/ K[l #0, or /\ Kk[{] = 0.

L€ Locs L€ Locs

If all configurations visited by T from o satisfy 1, i.e., Cfgs(o, T) E

1, then there is a steady representative schedule repr[1, o, 7] with

the following properties:

a) The representative is applicable, and ends in the same final state:
repr[y, o, 7] is applicable to o, and repr[i), o, T](0) = 7(0),

b) The representative has bounded length: |repr[¢, o, ]| < 6-|R],

¢) The representative maintains the formula 1. In other words,
Cfgs(o, repr[y, 0, 7]) =,

d) The representative is a concatenation of three representative
schedules srep from Proposition[6.1}
there exist T1, T2 and T3, (possibly empty) subschedules of T,
such that 71 - T2 - T3 is applicable to o, and it holds that
(1 - 712 - 13)(0) 7(o), and reprp, o, 7] srep[o, 71] -
srep[T1(0), 2] - srep[(T1 - T2)(0), T3]

Our approach is slightly different in the case when the formula 1)
has a more complex form: A, <, Vieroes, ¢l # 0, for
Locsy, C L, wherel < m < nand n € N. In this case, our
proof requires the schedule 7 to have sufficiently large counter
values. To ensure that there is an infinite schedule with sufficiently
large counter values, we first prove that if a counterexample exists
in a small system, there also exists one in a larger system, that is,
we consider configurations where each counter is multiplied with
a constant finite multiplier . For resilience conditions that do not
correspond to parameterized systems (i.e., fix the system size to,
e.g., n = 4) or pathological threshold automata, such multipliers
may not exist. However, all our benchmarks have multipliers, and
existence of multipliers can easily be checked using simple queries
to SMT solvers in preprocessing. This additional restriction leads to
slightly smaller bounds on the lengths of representative schedules:

Theorem 6.4. Fix a threshold automaton TA = (L,Z,T,1I, R, RC)

that has a finite multiplier p, and a configuration o. For an

n € N, fix sets of locations Locs,, C L forl < m < n. If

Y = Aicmen Vicroes,, K] # 0, then for every steady conven-

tional schedule T, applicable to o, with Cfgs(o,7) |= , there

exists a schedule repr ., [1), po, ur| with the following properties:

a) The representative is applicable and ends in the same final state:
repr .\, [¢, po, u7] is a steady schedule applicable to uo, and
repr .\, [, po, putl(po) = pr(po),

b) The representative has bounded length: |repr ., [¢, po, ut]| <
4-[R),

c) The representative maintains the formula ). In other words,
Clgs(po, repr,\y [, po, p7]) = 9,

3.
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Figure 9. Example of constructing a representative schedule by moving a thread to the beginning. The number of dots in the local states
correspond to counter values, i.e., 01.k[lo] = 01.k[(1] = 01.k[l2] = 1 and 01.k[¢3] = 0.

d) The representative is a concatenation of two representative
schedules srep from Proposition[6.1}

repr .\ [¢, po, ur| = srep[uo, 7] - srep[T(po), (w — 1)7].

The main technical challenge for proving Theorems[6.3]and
is that we want to swap transitions and maintain ELTLgt formulas
at the same time. As discussed in Example[6.2} simply applying the
ideas from the reachability analysis in [42}50] is not sufficient.

We address this challenge by more refined swapping strategies
depending on the property i) of Theorem For instance, the
intuition behind \/,.,,.. «[€] # O is that in a given distributed
algorithm, there should always be at least one process in one of
the states in Locs. Hence, we would like to consider individual
processes, but in the context of counter systems. Therefore, we
introduce a mathematical notion we call a thread, which is a
schedule that can be executed by an individual process. A thread
is then characterized depending on whether it starts in Locs, ends
in Locs, or visits Locs at some intermediate step. Based on this
characterization, we show that ELTLgr formulas are preserved if we
move carefully chosen threads to the beginning of a steady schedule
(intuitively, this corresponds to 71, and 72 from Theorem|[6.3)). Then,
we replace the threads, one by one, by their representative schedules
from Proposition [6.1] and append another representative schedule
for the remainder of the schedule. In this way, we then obtain the
representative schedules in Theorem[6.3]d).

Example 6.5. We consider the TA in Figure 2| and show how
a schedule 7 = (r1,1), (r6,1), (r4, 1), (r2, 1), (14, 1) applicable
to o1, with 7(01) = o2 can be shortened. Figure 9] follows this
example where 7 is the upper schedule. Assume that Cfgs(o1,7) =
k[l2] # 0, and that we want to construct a shorter schedule that
produces a path that satisfies the same formula.

In our theory, subschedule (71, 1), (r4, 1) is a thread of o1 and 7
for two reasons: (1) the counter of the starting local state of (1, 1)
is greater than 0, i.e., 01.k[{o] = 1, and (2) it is a sequence of rules
in the control flow of the threshold automaton, i.e., it starts from o,
then uses (r1,1) to go to local state ¢2 and then (74, 1) to arrive
at /3. The intuition of (2) is that a thread corresponds to a process
that executes the threshold automaton. Similarly, (rg, 1), (r2,1) and
(r4,1) are also threads of oy and 7. In fact, we can show that each
schedule can be decomposed into threads. Based on this, we analyze
which local states are visited when a thread is executed.

Our formula Cfgs(o1, 7) = k[f2] # 0 talks about 5. Thus, we
are interested in a thread that ends at /2, because after executing this
thread, intuitively there will always be at least one process in £z, i.e.,
the counter [¢2] will be nonzero, as required. Such a thread will be
moved to the beginning. We find that thread (rs, 1), (72, 1) meets
this requirement. Similarly, we are also interested in a thread that
starts from /5. Before we execute such a thread, at least one process
must always be in £, i.e., k[¢2] will be nonzero. For this, we single
out the thread (r4, 1), as it starts from £5.
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Independently of the actual positions of these threads within a
schedule, our condition k[¢2] # 0 is true before (r4, 1) starts, and af-
ter (re,1), (r2, 1) ends. Hence, we move the thread (rg, 1), (r2, 1)
to the beginning, and obtain a schedule that ensures our condition in
all visited configurations; cf. the lower schedule in Figure[9] Then we
replace the thread (76, 1), (r2, 1), by a representative schedule from
Proposition|[6.1] and the remaining part (r1,1), (r4, 1), (r4, 1), by
another one. Indeed in our example, we could merge (74, 1), (r4,1
into one accelerated transition (r4, 2) and obtain a schedule which
is shorter than 7 while maintaining x[¢2] # 0. <

7. Application of the Short Counterexample
Property and Experimental Evaluation
7.1 SMT Encoding

We use the theoretical results from the previous section to give
an efficient encoding of lasso-shaped executions in SMT with
linear integer arithmetic. The definitions of counter systems in
Section [2.2] directly tell us how to encode paths of the counter
system. Deﬁnitiondescribes a configuration o as tuple (k, g, p),
where each component is encoded as a vector of SMT integer
variables. Then, given a path oo, t1,01,...,tk—1,0k-1,tk,... 0k
of length &, by k', g’, and p* we denote the values of the vectors
that correspond to o, for 0 < ¢ < k. As the parameter values do not
change, we use one copy of the variables p in our SMT encoding.
By kg, for 1 < ¢ < |L|, we denote the £th component of k°, that is,
the counter corresponding to the number of processes in local state ¢
after the ¢th iteration. Definition[2.5]also gives us the constraint on
the initial states, namely:

init(0) = > k{ = N(p)A D> ki =0Ag’ =0ARC(p) 4)
LexT g4I

Example 7.1. The TA from Figure [2| has four local states 4o, /1,
{2, 3 among which ¢ and ¢; are the initial states. In this example,
N(p) is n — f, and the resilience condition requires that there are
less than a third of the processes faulty, i.e., n > 3t. We obtain
nit(0) = k) + Kkl =n—fARS+KI=0A2"=0AnN >
3t ANt > f A f > 0. The constraint is in linear integer arithmetic. <

Further, Definition [2.8] encodes the transition relation. A tran-
sition is identified by a rule and an acceleration factor. A rule is
identified by threshold guards ¢= and ¢, local states from and to
between which processes are moved, and by u, which defines the
increase of shared variables. As according to Section[5]only a fixed
number of transitions change the context and thus may change the
evaluation of ¢= and ¢, we do not encode = and (> for each
rule. In fact, we check the guards ¢= and ¢~ against a fixed number
of configurations, which correspond to the cut points defined by
the threshold guards. The acceleration factor § is indeed the only
variable in a transition, and the SMT solver has to find assignments



of these factors. Then this transition from the ith to the (i 4+ 1)th
configuration is encoded using rule r = (from, to, 9=, ¢~ , u) as
follows:

T(,7) = Mowve(from,to,i) A IncShd(u,?) )
Move(4,0',1) = (40 k- =6 =k — Kl
A =0 - (&é = né“ A KZ,H = nzl)
A /\ K,i =it
seL\{£,0'}
IncShd(u,i) = gt —gt =41 u

Given a schedule 7, we encode in linear integer arithmetic the
paths that follow this schedule from an initial state as follows:

E(7) =init(0) AT(0,r1)) AT(1,m2) A ...

We can now ask the SMT solver for assignments of the parameters as
well as the factors 6, 6%, ... in order to check whether a path with
this sequence of rules exists. Note that some factors can be equal
to 0, which means that the corresponding rule does not have any
effect (because no process executes it). If 7 encodes a lasso shape,
and the SMT solver reports a satisfying assignment, this assignment
is a counterexample. If the SMT solver reports unsat on all lassos
discussed in Section 3] then there does not exists a counterexample
and the algorithm is verified.

Example 7.2. In Example@we have seen the fairness requirement
rir, Which is a property of a configuration that can be encoded as
fair(i) = k] =0A (2" >t+1— kg =0AK] =0) A (2" >
n—t — kh = 0A ks = 0), which is a formula in linear integer
arithmetic. Then, e.g., fair(5) encodes that the fifth configuration
satisfies the predicate. Such state formulas can be added as conjunct
to the formula F/(7) that encodes a path. <

As discussed in SectionsH]and 3 we have to encode lassos of the
form ¢ - p* starting from an initial configuration o. We immediately
obtain a finite representation by encoding the fixed length execution
E(9 - p) as above, and adding the constraint that applying p returns
to the start of the lasso loop, that is, 9(c) = p(9(o)). In SMT this
is directly encoded as equality of integer variables.

7.2 Generating the SMT Queries

The high-level structure of the verification algorithm is given in
Figure E| on page @ In this section, we give the details of the
procedure check_one_order, whose pseudo code is given in
Figure @ It receives as the input the following parameters: a
threshold automaton TA, an ELTLgt formula ¢, a cut graph G
of ¢, a threshold graph H of TA, and a topological order < on the
vertices of the graph G U H.

The procedure check_one_order constructs SMT assertions
about the configurations of the lassos that correspond to the order <.
As explained in Sectionm an ith configuration is defined by the
vectors of SMT variables (k°, g°, p). We use two global variables:
the number fn of the configuration under construction, and the
number fs of the configuration that corresponds to the loop start.
Thus, with the expressions £™ and g™ we refer to the SMT variables
of the configuration whose number is stored in fn.

In the pseudocode in Figure[10] we call SMT_assert (x™, g™,
p = 1) to add an assertion v about the configuration (™, g™, p)
to the SMT query. Finally, the call SMT_sat () returns true, only if
there is a satisfying assignment for the assertions collected so far.
Such an assignment can be accessed with SMT_model () and gives
the values for the configurations and acceleration factors, which
together constitute a witness lasso.

The procedure check_one_order creates the assertions about
the initial configurations. The assertions consist of: the assump-
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variables fn, fs; // the current configuration number and the loop start
// Try to find a witness lasso for: a threshold automaton TA,
// an ELTLgt formula o, a cut graph G, a threshold graph H, and
// a topological order < on the nodes of G U H.
procedure check one_order(TA, ¢, G, H, <):
fn:=0; fs := 0;
SMT _start(); // start (or reset) the SMT solver
assume(can(p) = Yo AF 1 A+~ AF Y AGabgyq);
SMT _assert(k®, g, p = init(0) Ao A pr1); # see Equation
vo := min< (Vg U Vy); / the minimal node w.r.t. the linear order <
check node(G, H, <, vo, Yr+1, 0);

// Try to find a witness lasso starting with the node v and the context <2,
// while preserving the invariant 1;y.
recursive procedure check node(G, H, <, v, Yiny, ):
if not SMT _sat() then:
return no_ witness;
case (a) veVg \ {IoopstarU Ioopend}:
find ¢ s.t. (Fy,v) € T(p); /v labels a formula in the syntax tree
assume(w =Yoo AFY1 AN ANFYp A G’L/J]H,l);
SMT _assert(k™, g, p = v0);
push _segment(¥iny A Ygt1);
v/ :==ming (Vg UVy) N{w : v < w}; // the next node after v
check node(G, H, <, v/, Yinv A Y41, Q);
case (b) v € Vg \ {loopgar, 100peng }: #/ v is a threshold guard
if v € @S¢ then: /v is an unlocking guard, e.g., © >t +1— f
push _segment(¥iny); / one rule unlocks v
SMT _assert(k™, g™, p |= v); /v is unlocked
push _segment(tiny); // execute all unlocked rules
v/ :=ming (Vg U Vy) N{w : v < w}; // the next node after v
check_node(G, H, <, v/, Yiny, QU {v});
else: /xv € ®ll ¢g o < f, similar to the locking case: use —v */
case (c) v = loopg,y:
fs := fn; // the loop starts at the current configuration
push _segment(¥iny); / execute all unlocked rules
v :=miny (Vg U Vy) N{w : v < w}; / the next node after v
check node(G, H, <, V', Yiny, Q);
case (d) v = loopgnq:
SMT _assert(k™ = & A g™ = g®); // close the loop
if SMT _sat() then:
return witness(SMT _model())

// Encode a segment of rules as prescribed by |42| and Theorems
procedure push segment(vin.y ):
// find the number of schedules to repeat in (d) of Theorems
nrepetitions := compute _repetitions(iny);
T1,...,7g := compute_rules(§2); // use sschemag, from [42)
for _ from 1 to nrepetitions:
for j from 1 to k:
SMT _assert(s™, g™, p = tiny);
SMT _assert(T'(fn, r;)); // modify the counters as in Equalion
fn := fn + 1; // move to the next configuration

Figure 10. Checking one topological order with SMT.

tions init(0) about the initial configurations of the threshold automa-
ton, the top-level propositional formula ), and the invariant propo-
sitional formula 1541 that should hold from the initial configuration
on. By writing assume (¢ = 1o AF A1 ... Fio AGhrt1), we
extract the subformulas of a canonical formula 1) (see Section @)
The procedure finds the minimal node in the order < on the nodes
of the graph G U ‘H and calls the procedure check_node for the
initial node, the initial invariant 1, and the empty context (.
The procedure check_node is called with a node v of the graph
G U H as a parameter. It adds assertions that encode a finite path
and constraints on the configurations of this path. The finite path
leads from the configuration that corresponds to the node v to the
configuration that corresponds to v’s successor in the order <.
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Figure 11. The plots summarize the following results of running our implementation on all benchmarks: used time in seconds (top left), used
memory in megabytes (top right), the number of checked lassos (bottom left), time used both by our implementation and [42] to check safety
only (bottom right). Several occurrences of the same benchmark correspond to different cases, such as f > 1, f = 1, and f = 0. Symbols B
and O correspond to the safety properties of each benchmark, while symbols ¢ and ¢ correspond to the liveness properties.

The constraints depend on v’s origin: (a) v labels a formula F ¢
in the syntax tree of ¢, (b) v carries a threshold guard from the
set ®%° U & (¢) v denotes the loop start, or (d) v denotes the
loop end. In case (a), we add an SMT assertion that the current
configuration satisfies the propositional formula prop (1) (line ,
and add a sequence of rules that leads to v’s successor while
maintaining the invariants 1;,, of the preceding nodes and the v’s
invariant 41 (line[22). In case (b), in line[27} we add a sequence
of rules, one of which should unlock (resp. lock) the threshold guard
inv € & (resp. v € ™). Then, in 1ine we add a sequence
of rules that leads to a configuration of v’s successor. All added
configurations are required to satisfy the current invariant ©;pn,. As
the threshold guard in v is now unlocked (resp. locked), we include
the guard (resp. its negation) in the current context 2. In case (c), we
store the current configuration as the loop start in the variable fs and,
as in (a) and (b), add a sequence of rules leading to v’s successor.
Finally, in case (d), we should have reached the ending configuration
that coincides with the loop start. To this end, in lineﬁ_gl, we add
the constraint that forces the counters of both configurations to be
equal. At this point, all the necessary SMT constraints have been
added, and we call SMT_sat to check whether there is an assignment
that satisfies the constraints. If there is one, we report it as a lasso
witnessing the ELTLgr-formula ¢ that consists of: the concrete
parameter values, the values of the counters and shared variables
for each configuration, and the acceleration factors. Otherwise, we
report that there is no witness lasso for the formula ¢.

The procedure push_segment constructs a sequence of cur-
rently unlocked rules, as in the case of reachability [42]. However,
this sequence should be repeated several times, as required by The-

orems|[6.3]and[6.4] Moreover, the freshly added configurations are
required to satisfy the current invariant ¥y, .

7.3 Experiments

We extended the tool ByMC [42] with our technique and conducted
experimentq | with the freely available benchmarks from [42]: folk-
lore reliable broadcast (FRB) [14], consistent broadcast (STRB) [64]],
asynchronous Byzantine agreement (ABA) [11], condition-based
consensus (CBC) [52], non-blocking atomic commitment (NBAC
and NBACC [61] and NBACG [37]), one-step consensus with
zero degradation (CF1S [21]), consensus in one communication
step (C1CS [12]]), and one-step Byzantine asynchronous consensus
(BOSCO [63]]). These threshold-guarded fault-tolerant distributed
algorithms are encoded in a parametric extension of Promela.
Negations of the safety and liveness specifications of our bench-
marks — written in ELTLgr —follow three patterns: unsafety
E (p AF q), non-termination E (p A GFr A G g), and non-response
E(GFr A F(p A Gq)). The propositions p, g, and r follow the
syntax of pform (cf. Table , €2y P = Njcpoes, Kl¢] = 0 and
4= Ve Locs, Kl€] # 0 for some sets of locations Locs1 and Locss.
The results of our experiments are summarized in Figure [TT]
Given the properties of the distributed algorithms found in the lit-
erature, we checked for each benchmark one or two safety prop-
erties (depicted with B and [J) and one or two liveness properties
(depicted with 4 and ¢). For each benchmark, we display the run-
ning times and the memory used together by ByMC and the SMT

2 The details on the experiments and the artifact are available at:
http://forsyte.at/software/bymc/popll7-artifact
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solver Z3 [20], as well as the number of exercised lasso shapes as
discussed in Section

For safety properties, we compared our implementation against
the implementation of [42]. The results are summarized the bottom
right plot in Figure [T} which shows that there is no clear winner.
For instance, our implementation is 170 times faster on BOSCO for
the case n > 5t. However, for the benchmark ABA we experienced
a tenfold slowdown. In our experiments, attempts to improve the
SMT encoding for liveness usually impaired safety results.

Our implementation has verified safety and liveness of all ten
parameterized algorithms in less than a day. Moreover, the tool
reports counterexamples to liveness of CF1S and BOSCO exactly
for the cases predicted by the distributed algorithms literature, i.e.,
when there are not enough correct processes to reach consensus
in one communication step. Noteworthy, liveness of only the two
simplest benchmarks (STRB and FRB) had been automatically
verified before [40)].

8. Conclusions

Parameterized verification approaches the problem of verifying
systems of thousands of processes by proving correctness for all
system sizes. Although the literature predominantly deals with
safety, parameterized verification for liveness is of growing interest,
and has been addressed mostly in the context of programs that
solve mutual exclusion or dining philosophers [4}130} 311159]. These
techniques do not apply to fault-tolerant distributed algorithms that
have arithmetic conditions on the fraction of faults, threshold guards,
and typical specifications that evaluate a global system state.

Parameterized verification is in general undecidable [3]. As
recently surveyed by Bloem et al. [9]], one can escape undecidability
by restricting, e.g., communication semantics, local state space, the
local control flow, or the temporal logic used for specifications.
Hence, we make explicit the required restrictions. On the one hand,
these restrictions still allow us to model fault-tolerant distributed
algorithms and their specifications, and on the other hand, they give
rise to a practical verification method. The restrictions are on the
local control flow (loops) of processes (Section 2.I), as well as
on the temporal operators and propositional formulas (Section [3).
We conjecture that lifting these restrictions quite quickly leads to
undecidability again. In addition, we justify our restrictions with the
considerable number of benchmarks [[11} [12} [14} 1211137, 152} 161} 63,
64] that fit into our fragment, and with the convincing experimental
results from Figure[IT]

Our main technical contribution is to combine and extend several
important techniques: First, we extend the ideas by Etessami et
al. [29] to reason about shapes of infinite executions of lasso
shape. These executions are counterexample candidates. Then we
extend reductions introduced by Lipton [S0] to deal with ELTLgr
formulas. (Techniques that extend Lipton’s in other directions can
be found in [19} 22} 25| 134} 144} 147].) Our reduction is specific
to threshold guards which are typical for fault-tolerant distributed
algorithms and are found in domain-specific languages. Using on
our reduction we apply acceleration [6}144]] in order to arrive at our
short counterexample property.

Our short counterexample property implies a completeness
threshold, that is, a bound b that ensures that if no lasso of length up
to b is satisfying an ELTLgt formula, then there is no infinite path
satisfying this formula. For linear temporal logic with the F and G
operators, Kroening et al. [46] prove bounds on the completeness
thresholds on the level of Biichi automata. Their bound involves the
recurrence diameter of the transition systems, which is prohibitively
large for counter systems. Similarly, the general method to transfer
liveness with fairness to safety checking by Biere et al. [§] leads
to an exponential growth of the diameter, and thus to too large
values of b. Hence, we decided to conduct an analysis on the level

of threshold automata, accelerated counter systems, and a fragment
of the temporal logic, which allows us to exploit specifics of the
domain, and get bounds that can be used in practice.

Acceleration has been applied for parameterized verification by
means of regular model checking [[1,110,158L/62]]. As noted by Fisman
et al. [33]], to verify fault-tolerant distributed algorithms, one would
have to intersect the regular languages that describe sets of states
with context-free languages that enforce the resilience condition
(e.g., n > 3t). Our approach of reducing to SMT handles resilience
conditions naturally in linear integer arithmetic.

There are two reasons for our restrictions in the temporal
logic: On one hand, in our benchmarks, there is no need to find
counterexamples that contain a configuration that satisfies K[¢] =
0V k[¢'] = 0 for some £,¢ € L. One would only need such
a formula to specify requirement that at least one process is at
location £ and at least one process is at location £’ (the disjunction
would be negated in the specification), which is unnatural for fault-
tolerant distributed algorithms. On the other hand, enriching our
logic with \/,, .. [i] = 0 allows one to express tests for zero in
the counter system, which leads to undecidability [9]]. For the same
reason, we avoid disjunction, as it would allow one to indirectly
express test for zero: k[f] = 0V k[¢'] = 0.

The restrictions we put on threshold automata are justified from
a practical viewpoint of our application domain, namely, threshold-
guarded fault-tolerant algorithms. We assumed that all the cycles
in threshold automata are simple (while the benchmarks have only
self-loops or cycles of length 2). As our analysis already is quite
involved, these restrictions allow us to concentrate on our central
results without obfuscating the notation and theoretical results. Still,
from a theoretical viewpoint it might be interesting to relax the
restrictions on cycles in the future.

More generally, these restrictions allowed us to develop a com-
pletely automated verification technique. In general, there is a trade-
off between degree of automation and generality. Our method is
completely automatic, but our input language cannot compete in gen-
erality with mechanized proof methods that rely heavily on human
expertise, e.g., IVY [S5], Verdi [68]], IronFleet [38]], TLAPS [16].
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