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» Context

Paris Agreement: 1.5° C

Global warming relative to 1850-1900 (°C)

Observed monthly global
mean surface temperature

Objective: reducing global greenhouse gas emissions by 8% each year

ICT energy consumption

450 30
-e- Energy consumption
5000 -| —#- IP traffic 200
IP devices o~
4 25
-m- Population ]
~4- Internet users 2ot
4000 4 P 7 d

3000

\*\

2000 4

\

\
Global IP traffic p

1000

Energy consumption of the digital sector (TWh)
World population and world Internet users (in billions)

Forecasting

0 0
2012 2017 9 2022

rows by 9% each year.
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My scientific context

* Energy consumption

* Large-scale distributed sytems

» Computing and networking parts
* Use phase

Started with Grid computing some years ago...




7/19/21

Energy efficiency: business as usual? Energy efficiency: business as usual?

Computing faster? Computing slower? Computing faster? Computing slower?
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Temperature matters.

Idle server consumes nothing or little. This server model consumes that amount of power.
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Understanding the energy consumption

5% Pige + 8 X Py = X Watts

.
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Best configuration for power consumption ?
It depends.
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Energy consumption: a complex
phenomenon
Need for wattmeters and sound experimental campaigns
* To understand
* To build robust models
* To get solid instantiations
+ To obtain realistic algorithms

Measurements
Implementations Models

Algorithms

Reproducibility?

Idle consumption
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Idle power consumption varies over time.
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Methodology for measuring server . .
. Annoying uncertainty sources
consumption — ——
Hardware tuning
Turbo Boost, hyper-threading,
frequency drivers, governors.
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17% difference in consumption for applications fully loading the server.

yeti
(Skylake)
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Faster with Turboboost, and comsuming less energy.
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Simulating energy consumption

Platforms Experimental Simulation
scenarios models

Scientific
results

Validation Instantiation

Validity limits

Simulating energy consumption

> ,:-;.'h_ll

Platforms Experimental Simulation
scenarios models

Scientific
results

Measurements
Model  Instantiation Validation E
values results i
validation Instantiation Validity limits
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Server profiling

Taurus, NAS-EP
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To do for each computing kernel.

At each frequency.

And each time we want to compare the model to real life.

[Cluster 2017]

Simulating server clusters

NAS-EP - Realty - Simulation
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Reproducible resylts: https://gitlab.inria.fr/fheinric/paper-simgrid-energy
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Resource waste

TOTAL DAILY

PEAKIN peakouT
o 8.15 Tois 815 1ors
™

AVERAGEIN AvERAGEOUT
™ 5.857 1ors 5.858 1bis

x2.5

™

CURRENTIN CURRENT OUT
™ 6.956 i 6.953 1ois

00 0800 500 w000 o800 600
® Input Output

Daily aggregated traffic on AMS-IX(Amsterdam Internet eXchange Point), October 2020.

Networks are lightly of unevenly utilized
- High redundancy
- Overprovisioning

Simulating wired networks
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Reproducible results: https://gitlab.inria.fr/Iguegan/flowlviwiredenergy
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Models and simulation tools for what?

Capacity and energy planing
What-if scenarios
Algorithm analysis

Estimating VM energy
consumption

Estimating end-to-end
energy consumption

Closing doors
Networking/Fog /----

Edge Devices /----

—CNESUS

VM energy cost models .

UNVERSITEDE
NEUCHATEL

Identical VMs on heterogeneous servers

[SUSCOM 2018b]
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VM energy cost models

Identical VMs on heterogeneous servers

[SUSCOM 2018b]

WIPS: Web Interactions Per Second
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[SUSCOM 2018a]

Power consumption of loT
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Networking part Cloud part

THE SATE UNIVERSIY OF NEW JERSEY

RUTGERS

[FGCS 2018]
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Power consumption of loT
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1oT part

Power consumption for 1 data-intensive loT device
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Other simulation models
» Energy storage devices

N N b
B2 -O-p-0-0

Solar DC
PV

ESD
[PDP2017]

» DC cooling infrastructure
DC

oM

power

chiller

[PADS 2018]
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Outline Let’s switch off unused resources

Booting
° g (;Izwltchmg off
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* Reducing the energy consumption -

g
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H
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[CCPE 2018]

It takes time and energy.
It impacts electrical infrastructure and cooling system.
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Let’s migrate VMs for dynamic consolidation

h Cloud... |

Infrastructure-as-a-Service |

Let's consolidate the workload

in an energy

Cliigel el el o0 o o o el o Underutilized servers detected
Before
Consolidation | Infrastructure-as-a-Service | |

server, server, server, server, server, server, | server, server, server, server,

St 1 S 2 N 1 St 2
OFF OFF OFF OFF OFF OFF | ON ON ON ON SAEE SAE A A
After
Consolidation
server, server, server, server, server, server, | server, server, server, server,,
[Springer book chapter 2018]
Bin-packing problem.
Dynamic workload.
(IC2E 2018]
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Let’'s migrate VMs for dynamic consolidation

Somewhere in an energy-aware Cloud...l

Let’s use renewable energy

Underutilized servers

Let’s migrate VM1!

| Infrastructure-as-a-Service |

| Infrastructure-as-a-Service |

B |

Server 1 Server 2

Server 2

Later un...l
Unused server detected

Let’s switch off Server1!

| Infrastructure-as-a-Service |

| Infrastructure-as-a-Service |

W) |

Server 1 Server 2

Server 1 Server 2

[IC2E 2018]

Renewable
energy
production

Workload
consumption

time

[Computing 2018]
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Let’'s use renewable energy

Renewable
energy

p%

Let’'s use renewable energy

=
Renewable
energy
Workload production Workload
consumption consumption
Time Time
Or selling energy... and buying some other energy...
[Computing 2018] [Computing 2018]
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)
Let's use renewable energy Let's use multiple data centers
=
B &
; =| | =
Renewable
consumption [ | sSms= 00 .- DR
: 55 =5 = R
" PV - DC,
/ f? Regular electricity DC,
- [SBAC-PAD 2018]
* Consumes energy on both locations during the migration
time ¢ Uses the telecommunication network (possible bottleneck)
Or selling energy... and buying some other energy... * Needs to avoid oscillation effects (weather prediction)
[Computing 2018]
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. . a )
How to measure energy efficiency Overall data center view
electrical losses
servers

cooling
network

Data Center
PUE: Power usage effectiveness, metric at data center level

PUE= Total Facility Power

e
IT Equipment Power
Green Grid Data Center Power Efficiency Metrics: PUE and DCIE", Green Grid White Paper, 2008.
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the green grid”

Uigne de secours
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Particuliers

Source : i
Commune-2013-Les-data-centers-sur-Plaine-Commune.
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o
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Wasted energy at all levels

Data center
=T room
= cooling
m electrical losses

Possible energy savings at every level
Low power processors (big.LITTLE)

Power C Power C;
KW for Cooling KW

o CPU/ %1% Multi-core architectures

Srale e Energy-efficient dedicated
Cooling o= 0028 architectures (FPGA, GPU)
Power generators ITiFsom Dynamic Voltage Frequency Scalin
Batteries — e Y ge rrequency Seating
" - . Workload consolidation techniques
Unused servers T ek On/off policies
Overprovisioning el Hot spot management
Redundancy - ;é:phencal s 000 P &
s b 10,000 ' Workload peak reduction
Power non-proportionality Dynamic adaptation
Dark silicon Eekaicentss v P
Unused components Software stack optimization
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Outline IncreaSIng energy eff|C|ency
* reducmg Consumptlon
» Concluding broader remarks
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Increasing energy efficiency Larger networks = more traffic
i red u CI ng CO n S u m ptlon In September 2020, our 5G users on average consumed up to 2.7x more mobile data
compared to 4G users
o $ n ’ s OPENSIGNAL
l ‘ I 7.1 63 oz - 59
. E = 0 B =
Energy Resource cost Usage nergy SouhKorea UK sspen usa Astala  Gomany
optimization reduction increase consumption 20x 250 26x 1.9x 1.7x 27x
increase Number o times 5G.vs 4G users avrage mabe cata consumpion
Source: https: al.com/2020/10/21/5¢- rage-Ct
Beware of rebound effects! Higher bandwidths, higher data volumes,
which impacts on infrastructures?
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Questioning promises and uses

|5l TheKorea Herald

More than half a million 5G network users
returned to 4G: report

By Shim Woo-hyun

The number of 5G network users who returned to 4G network services has
surpassed half a million -- 562,656 users who downgraded from their 5G
subscriptions -- accounts for 6.5 percent of the total 5G network
subscribers in South Korea, according to the report by Rep. Hong Jung-
min, who belongs to the Science, ICT, Broadcasting and Communications
Committee at the National Assembly.

The lawmaker pointed out that many 5G users have gone back to the lower-
speed network service as the high-priced new network system failed to
offer quality connection and coverage.

Data centers worldwide

Energy consumption of data centres worldwide
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Annual Energy consumption [TWh/a]
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—Borderstep 2018 Andrae 2015 expected Andrae 2019 expected ¢ Malmodin/Lunden 2018

—Heddegdem et al. 2014 —The Shift project 2018+ Bitterlin 2016 —Belkhir/Elmeligi 2018

Source: Montevecchi, ., Stickler, T, Hintemann, R, Hinterholzer, S. (2020). Energy-efficient Cloud Computing
Technologies and Policies for an Eco-friendly Cloud Market. Final Study Report EC.
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Energy consumption of networks worldwide Fu” Ilfe CyCIe Of Sel v erS
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What you can do Q

@

Completely switch off unused devices
Remove unused applications

Erase useless (old) emails, photos, etc.
Be careful when sending emails (attachments, receivers)
Be careful when coding (image size, active loops, etc.)
Look at eco-labels when buying new equipment

Keep devices longer if they are still working
Avoid capability overlap

Stay energy-aware...

Opportunities

Sobriety

To think differently Resilience

To propose new things
To build differently
To design a sustainable future

Low-tech
Sustainable computing
Computational sustainability

Opportunity

55 56
Studying environmental impacts of ICT Thank you for your attention
WEcolofo b
http://people.irisa.fr/Anne-Cecile.Orgerie
Q
& IRISA
https://ecoinfo.cnrs.fr z
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