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Abstract. For a long time, term orderings defined by polynomial interpretations were scarcely

used in computer-aided termination proof of TRSs. But recently, the introduction of the depen-

dency pairs approach achieved considerable progress w.r.t. automated termination proof, in par-

ticular by requiring from the underlying ordering much weaker properties than the classical

approach. As a consequence, the noticeable power of a combination dependency pairs/polynomial

orderings yielded a regain of interest for these interpretations. We describe criteria on polynomial

interpretations for them to define weakly monotonic orderings. From these criteria, we obtain new

techniques both for mechanically checking termination using a given polynomial interpretation and

for finding such interpretations with full automation. With regard to automated search, we propose

an original method for solving Diophantine constraints. We implemented these techniques into the

CiME rewrite tool, and we provide some experimental results that show how useful polynomial

orderings actually are in practice.
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1. Introduction

For decades, the use of the standard MannaYNess criterion [38] (that is each

rule decreases w.r.t. a well-founded ordering) dominated among the different

known methods aimed at proving termination of term rewriting systems. The

orderings required by this criterion must have strong properties, such as strict

monotonicity; they are usually distinguished in two classes: syntactical orderings

and semantical orderings. Syntactical orderings rely on a precedence on symbols

that is extended to terms, while semantical ones make use of an interpretation of

terms. Among the latter, term orderings defined by polynomial interpretations

have been defined in 1979 in a pioneer paper of Lankford [35].
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Journal of Automated Reasoning (2005) 34: 325–363

DOI: 10.1007/s10817-005-9022-x

# Springer 2006



There are several reasons that made polynomial interpretations less popular

than syntactical methods like RPO [16]. From a theoretical point of view, the

combination of polynomials with the MannaYNess criterion puts strong restric-

tions on the class of relations the obtained ordering can contain: first, the length

of derivations has a double exponential bound [28]; second, the computed func-

tion necessarily belongs to a restricted complexity class [7]. For instance, the

termination of the famous AckermannYPeter function can easily be proven by

using RPO, while it is impossible to obtain a suitable polynomial interpretation.

From a practical point of view, precedence-based orderings are easier to

implement, automatic search is decidable, whereas the search for suitable

polynomials is necessarily incomplete.

But recently, considerable progress was achieved on automated termination

proof, in particular by the use of the dependency pairs method and its termination

criteria [1], its applications to incremental/hierarchical termination proofs [23,

56], and to termination under specific strategies such as innermost termination [1,

23] or context-sensitive rewriting [25].

These new techniques demand much weaker properties on the underlying

ordering used in termination proofs. In particular, monotonicity of the strict part

of the ordering is not required. As a consequence, some orderings previously seen

as less powerful than others w.r.t. termination proof with the MannaYNess criterion

observed a regain of interest. This is the case for polynomial orderings.

It has been noticed that the situation is in part similar to KnuthYBendix

orderings [24, 27], but not to Recursive Path orderings. In fact, the latter are

always strictly monotonic; hence transformations have been proposed such as

argument filtering [1] or more generally recursive program scheme [13, 31].

Thus, some additional transformation steps have to take place during a proof

discovery process using RPO-like orderings. However, to add argument filtering

to polynomial orderings is pointless since any ordering defined by an argument

filtering and a set of polynomial interpretations can be also defined directly by

some other set of interpretations.

This new interest in polynomial interpretations-based orderings led us to

design a new implementation of them inside the CiME rewrite tool [11]. We

describe hereafter the theoretical basis of this implementation, which is able to

find polynomial orderings for termination proofs with full and efficient autom-

ation. New improvements include a technique of translation (Section 3.4) and an

original method for solving non-linear Diophantine constraints (Section 4.2).

A key issue in finding polynomial orderings is to solve some nonlinear

constraints over natural numbers. In order to improve efficiency, these con-

straints are linearized thanks to the introduction of abstraction variables, and the

problem of minimising the number of such variables arises. Quite surprising, this

problem is a generalization of the well-known problem of computation of

addition chains [4Y6, 8, 14, 19, 20, 44Y46, 50, 51, 57], which arises naturally
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when one wants to compute a polynomial expression while minimizing the num-

ber of multiplications.

This paper is organised as follows. In Section 2, we first discuss the currently

known termination criteria that are suitable for automation, and which properties

of term orderings are needed for such criteria. In Section 3, we recall how

orderings by polynomial interpretations are defined, and we show that, given a

TRS R and a polynomial interpretation, every verification needed to check

termination of R reduces to check positiveness of polynomial expressions. Then,

we recall known techniques for checking positiveness of such expressions

and give new results about �-translation of polynomial interpretations. In

Section 4, we consider the problem of finding suitable polynomial interpretations

with full automation, and present our new method for solving Diophantine con-

straints arising in such a search. In Section 5 we present a few results from a

selection of experiments conducted with the CiME system.

2. Termination Criteria

We assume the reader familiar with basic notions of term rewriting and ter-

mination, especially with the dependency pairs approach; we refer to surveys

[2, 18, 53] for details and to Arts & Giesl [1, 23] regarding dependency pairs.

As it is now suitable for the dependency pairs approach where both strict and

nonstrict comparisons of terms occur, we need both strict orderings and quasi-

orderings.

Formally, a term ordering is a pair ð�; >Þ of relations over the set TðF ;XÞ of

terms over signature F and variables X, such that (1) � is a quasi-ordering, that

is, reflexive and transitive; (2) > is a strict ordering, i.e., irreflexive and transitive;

and (3) > � � ¼ > or ��> ¼ >.

A term ordering is said to be well-founded if there is no infinite strictly

decreasing sequence t1 > t2 > � � � and stable if both > and � are stable under

substitutions, that is for any terms t1 and t2 and for any substitution �; if t1 > t2,

then t1� > t2�; and if t1 � t2 then t1� � t2�.

For a given symbol f of the signature, of arity n � 1, we say that a relation R
is monotonic with reference to the i-th argument of f ; 1 � i � n; if for any terms

t; u; v1; . . . ; vi�1; viþ1; . . . ; vn; tR u implies

f ðv1; . . . ; vi�1; t; viþ1; . . . ; vnÞR f ðv1; . . . ; vi�1; u; viþ1; . . . ; vnÞ:

A term ordering ð�; >Þ is weakly monotonic if � is monotonic with reference

to all arguments of all function symbols; it is strictly monotonic if > is also

monotonic with reference to all arguments of all function symbols. A term

ordering ð�; >Þ is called a weak (resp. strict) reduction ordering if it is well-

founded, stable and weakly (resp. strictly) monotonic.
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We shall point out that our notion of weak reduction ordering is a particular

case of the very general notion of weak reduction pair of Kusakari & al. [33],

which requires (1’) � being any monotonic and stable relation (but not nec-

essarily reflexive nor transitive), (2’) > being well-founded and stable, and (3’)

> � � � > or ��> � >: However it is easy to see that if � is reflexive, (3’)

implies (3); in other words, any weak reduction pair made of orderings is a weak

reduction ordering in our setting.

In order to prove termination of a given TRS R; several possible criteria exist.

The simplest one is the standard Manna-Ness criterion [39]: if there exists a

strict reduction ordering ð�; >Þ such that l > r for each rule l! r 2 R; then R is

terminating. There are a few variants of dependency pairs criteria, the simplest

one being: if there exists a weak reduction ordering ð�; >Þ such that

Y for each rule l! r 2 R; l � r;
Y for each dependency pair hu; vi of R; u > v;

then R is terminating. Hence, unlike the standard criterion, the underlying

ordering is not required to be strictly monotonic. In fact, a common requirement

of dependency pairs criteria consists in relying on the use of a weak reduction

ordering, even for criteria based on estimated dependency graphs [1, 42].

Regarding innermost termination, there are improvements of dependency pairs

criteria [1] where the underlying ordering is no longer asked to be weakly

monotonic with reference to all arguments of all symbols in the signature, but to

some of them only. Thus, defining such orderings makes an issue.

Finally, another usual concern in the practice of termination is rewriting

modulo an equational theory E; like commutativity (C) or associativity and

commutativity (AC). In such a case, the underlying ordering must be compatible
with the aforementioned theory, that is, s0 > t0 whenever s > t, s ¼E s0 and

t ¼E t0, and similarly for � :

3. Term Orderings Defined by Polynomial Interpretations

We will now focus on term orderings defined by polynomial interpretations. For

all material regarding polynomials we use Lang’s notations and refer to his book

[34]. In Section 3.1, we define orderings based on arbitrary interpretations and

we show which conditions they must satisfy to guarantee, on the generated

ordering, the properties listed in the previous section. In Section 3.2, we focus

on polynomial interpretations, and we show that all these conditions can be re-

duced to positiveness of some polynomials. Then, in Section 3.3, we summarize

the known methods for checking positiveness. Those are still complex, and in

Section 3.4 we propose a new technique of translation of interpretations, which

eventually allows to reduce checkings of conditions required on polynomials to

very simple tests on positiveness of their coefficients.
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3.1. ORDERINGS DEFINED BY INTERPRETATIONS

Let D be an arbitrary non-empty domain equipped with some ordering �D; and

let >D be �D ��D.

DEFINITION 3.1. Let � be a function that maps each ground term t 2 TðFÞ to

an element of D: The relations �� and >� generated by � are defined by

t1 �� t2 iff �ðt1Þ �D �ðt2Þ
t1 >� t2 iff �ðt1Þ >D �ðt2Þ :

LEMMA 3.2. ð��; >�Þ is a term ordering on ground terms. It is well-founded
if >D is well-founded.

Proof. From >D ¼ �D ��D; it is easy to get >D � �D ¼ �D �>D ¼ >D; and

from that it is easy to get that ð��; >�Þ is a term ordering. If ð��;>�Þ was not

well-founded, there would be an infinite decreasing sequence t1 >� t2 >� t3 >�

� � � that is, by definition, �ðt1Þ >D �ðt2Þ >D �ðt3Þ >D � � � : Hence, >D would not

be well-founded. Ì

Now, we want to generalize this construction to nonground terms. A natural

way would be to define t1 �� t2 when t1� �� t2� for any ground substitution �.

However, such a definition is not well suited for automation, and we proceed in a

different way that leads to an almost equivalent definition.

The idea is the following: we should not interpret a nonground term into

an element of D; but actually into an abstraction mapping any interpretation

(or valuation) of its variables in D into an element in D: In other words,

interpretation �ðtÞ of a non-ground term t is a function from X! D to D:
This set ðX! DÞ ! D of functions is naturally equipped with the ordering

defined by

f �D;X g iff for all � 2 X! D; f ð�Þ �D gð�Þ
f >D;X g iff for all � 2 X! D; f ð�Þ >D gð�Þ :

We point out that >D; X is not �D; X � �D; X; and in some sense, that is why

term orderings as ordering pairs are needed. For instance, if one maps a constant

a to the minimal element of D then, for any variable x; x �D;X a but x 6�D;X a:
Hence ðx; aÞ 2�D;X � �D;X while ðx; aÞ 62>D;X.

Now, automation of such an ordering relies only on the automation of this

ordering on functions. We shall see in Section 3.3 how to automate that ordering

in the special case of D being a set of integers.

DEFINITION 3.3. Let � be a function that maps each term t 2 TðF ;XÞ to a

function from X ! D to D. The relations �� and >� generated by � are defined

by

t1 �� t2 iff �ðt1Þ �D;X �ðt2Þ
t1 >� t2 iff �ðt1Þ >D;X �ðt2Þ :
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LEMMA 3.4. ð��; >�Þ is a term ordering on nonground terms. It is well-
founded if >D is well-founded.

Proof. Proof is similar to that of previous lemma, but additionally we have to

show that >D;X is well-founded itself. If it was not, there would be an infinite

decreasing sequence f1 >D;X f2 >D;X f3 >D;X . . . ; but then for an arbitrary

interpretation � of variables, we would have an infinite decreasing sequence

f1ð�Þ >D f2ð�Þ >D f3ð�Þ >D . . . of elements of D, leading to a contradiction. Ì

EXAMPLE 3.5. Let D be the set N of natural numbers, and let �D be the

standard ordering � on N: Let us consider signature F ¼ fa; fg; where a is a

constant and f is of arity 2.

An interpretation � can map a term like f ð f ða; xÞ; yÞ into, say, 2x þ 2yþ 3:
That means precisely that given any nonnegative integer values �ðxÞ and �ð yÞ for

x and y:

�ð f ð f ða; xÞ; yÞÞð�Þ ¼ 2�ðxÞ þ 2�ð yÞ þ 3:

Moreover, if we interpret f ðx; aÞ into xþ 4, then we have f ð f ða; xÞ; yÞ ��
f ðx; aÞ since 2n þ 2mþ 3 � nþ 4 for all n;m 2 N (because 2n � nþ 1). On the

other hand, f ð f ða; xÞ; yÞ 6>� f ðx; aÞ because when �ðxÞ ¼ �ð yÞ ¼ 0; both terms

are interpreted as 4.

DEFINITION 3.6. We define an homomorphic interpretation � by giving, for

each f of arity n; a function ½½ f ��� from Dn to D; and then by induction on terms :

for any � 2 X! D;

�ðf ðt1; . . . ; tnÞÞð�Þ ¼ ½½ f ���ð�ðt1Þð�Þ; . . . ; �ðtnÞð�ÞÞ
�ðxÞð�Þ ¼ �ðxÞ:

For the sake of readability we shall write ½½ f �� if the relevant interpretation is

clear from the context.

LEMMA 3.7. Let � be any homomorphic interpretation. For any substitution �
and any valuation �, let us denote �ð�; �Þ the valuation mapping any variable x
to �ðx�Þð�Þ: Then for any term t; �ðt�Þð�Þ ¼ �ðtÞ�ð�; �Þ:

Proof. By structural induction on t: If t ¼ f ðt1; . . . ; tnÞ; then

�ðt�Þð�Þ ¼ �ðf ðt1�; . . . ; tn�ÞÞð�Þ
¼ ½½ f ���ð�ðt1�Þð�Þ; . . . ; �ðtn�Þð�ÞÞ
¼ ½½ f ���ð�ðt1Þ�ð�; �Þ; . . . ; �ðtnÞ�ð�; �ÞÞ by induction

¼ �ðf ðt1; . . . ; tnÞÞ�ð�; �Þ

and if t is a variable x, �ðxÞ�ð�; �Þ ¼ �ð�; �ÞðxÞ ¼ �ðx�Þð�Þ. Ì

LEMMA 3.8. If � is an homomorphic interpretation, then ð��; >�Þ is stable.
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Proof. Let t1 and t2 be two terms such that t1 >� t2, that is, by definition

�ðt1Þ >D;X �ðt2Þ, that is,

for all � 2 X! D; �ðt1Þð�Þ >D �ðt2Þð�Þ: ð1Þ
Let � be any substitution. Then for all � 2 X! D,

�ðt1�Þð�Þ ¼ �ðt1Þ�ð�; �Þ
>D �ðt2Þ�ð�; �Þ by ð1Þ
¼ �ðt2�Þð�Þ:

Hence t1� >� t2�. the same proof holds for ��. Ì

LEMMA 3.9. For any symbol f of arity n, and 1 � i � n, if for all d1; . . . ; di�1;
diþ1; . . . ; dn in D, ½½ f ��ðd1; . . . ; di�1; x; diþ1; . . . ; dnÞ is monotonic (resp. strictly)
nondecreasing in x; then �� (resp. >�) is monotonic with reference to i-th
argument of f .

Proof. Straightforward. Ì

EXAMPLE 3.10. (Continued) Let us consider ½½ f ��ðx; yÞ ¼ xyþ 1 and a ¼ 0.

The generated ordering is weakly but not strictly monotonic, since ½½ f �� is not

strictly increasing in x when y ¼ 0. For instance f ða; aÞ >� a (since �ð f ða; aÞÞ ¼
1 > 0 ¼ �ðaÞ), but f ð f ða; aÞ; aÞ 6>� f ða; aÞ (since �ð f ð f ða; aÞ; aÞÞ ¼ 1	 0þ 1 ¼
1 ¼ �ð f ða; aÞÞ).

3.2. INTERPRETATIONS OVER INTEGERS

In order to automate the search for interpretations, it is necessary to focus on a

particular interpretation domain. The most convenient one is the set of integers.

Since it is not well-ordered, we have in fact to consider a set of integers greater

than or equal to a given minimum value �.

DEFINITION 3.11. For a given � 2 Z, let D� ¼ fx 2 Z j x � �g. It is clear that

the usual ordering > is well-founded over each D�. Interpretations into D� are

called arithmetic, they may be called �-interpretations in order to precise the

value of �.

An arithmetic homomorphic interpretation � defined by functions ½½ f ���,

f 2 F , is called a polynomial interpretation if for all f , ½½ f ��� is a polynomial

function.

To check whether a given polynomial interpretation is suitable for proving

termination of a given TRS using any of the criteria mentioned in Section 2, we

must be able to check that

1. each polynomial effectively maps Dn
� into D�;
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2. any of those polynomials is weakly and/or strictly increasing in some/all of

its arguments. Moreover, to perform comparisons, we must be able to check

that

3. for any two terms t1 and t2, t1 �� t2 and/or t1 >� t2.

Finally, for the case of rewriting modulo a theory E, we have to be able to check

that

4. � and > are compatible with E.

We are now ready to transform each of these properties into a positiveness-

property.

Item (1) can be dealt with as follows: given a polynomial P with n variables,

P effectively maps Dn
� into D� if and only if polynomial P� � is nonnegative on

Dn
�.

Item (2) can be dealt with as follows: given a polynomial P with n variables,

P is nondecreasing in its i-th argument if and only if polynomial

QðX1; . . . ;XnÞ ¼ PðX1; . . . ;Xi�1;Xi þ 1;Xiþ1; . . . ;XnÞ

� PðX1; . . . ;Xi�1;Xi;Xiþ1; . . . ;XnÞ
is nonnegative on Dn

�. Similarly, P is strictly increasing in its ith argument if and

only if polynomial

QðX1; . . . ;XnÞ ¼ PðX1; . . . ;Xi�1;Xi þ 1;Xiþ1; . . . ;XnÞ

� PðX1; . . . ;Xi�1;Xi;Xiþ1; . . . ;XnÞ � 1

is nonnegative on Dn
�.

Item (3) can be taken care of as follows: given t1 and t2, �ðt1Þ and �ðt2Þ can

be computed as polynomials P1 and P2 over their variables, and then t1 �� t2; if

and only if polynomial P1 � P2 is nonnegative on Dn
�, and t1 >� t2 if and only if

polynomial P1 � P2 � 1 is nonnegative on Dn
�.

Regarding Item (4), it is sufficient to check that for each equation t ’ u of

theory E, we have t �� u and u �� t, that is �ðtÞ � �ðuÞ ¼ 0. For the case of AC,

Ben Cherifa and Lescanne [3] showed a simplified sufficient condition: a poly-

nomial interpretation ½½ f ��ðx; yÞ generates an ordering compatible with asso-

ciativity and commutativity of f if and only if it has the form axyþ bðxþ yÞ þ c
where b2 ¼ bþ ac.

EXAMPLE 3.12. Here is a rewrite system for an endomorphism on a monoid

[3].

ðx	 yÞ 	 z! x	 ðy	 zÞ
f ðxÞ 	 f ðyÞ ! f ðx	 yÞ

f ðxÞ 	 ðf ðyÞ 	 zÞ ! f ðx	 yÞ 	 z:
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In order to prove termination of this system using the standard MannaYNess

criterion, the following interpretation is proposed [3], with � ¼ 1:

½½ f ��ðxÞ ¼ 2x and

½½	��ðx; yÞ ¼ xyþ x :

Let us check all needed conditions:

1. First, to check that ½½ f �� effectively maps D1 into D1 we check that ½½ f ��ðxÞ�
1 ¼ 2x� 1 is nonnegative when x � 1. Similarly, for ½½	��, we check that

½½	��ðx; yÞ � 1 ¼ xyþ x� 1 is nonnegative when x; y � 1.

2. Second, to check that ½½ f �� strictly increases in its argument, we check that

½½ f ��ðxþ 1Þ � ½½ f ��ðxÞ � 1 ¼ 2ðxþ 1Þ � 2x� 1

¼ 1

is nonnegative when x � 1. To check that ½½	�� strictly increases in its first

argument, we check that

½½	��ðxþ 1; yÞ � ½½	��ðx; yÞ � 1 ¼ ððxþ 1Þyþ ðxþ 1ÞÞ � ðxyþ xÞ � 1

¼ xyþ yþ xþ 1� xy� x� 1

¼ y

is nonnegative when x; y � 1. Finally, to check that ½½	�� strictly increases in

its second argument, we check that

½½	��ðx; yþ 1Þ � ½½	��ðx; yÞ � 1 ¼ ðxðyþ 1Þ þ xÞ � ðxyþ xÞ � 1

¼ xyþ xþ x� xy� x� 1

¼ x� 1

is nonnegative when x; y � 1.

3. And third, we have to check that for each rule, the left-hand side is strictly

greater than the right-hand side. For the first rule we have

½½ðx	 yÞ 	 z�� ¼ ðxyþ xÞzþ ðxyþ xÞ
½½x	 ðy	 zÞ�� ¼ xðyzþ yÞ þ x

hence,

½½ðx	 yÞ 	 z�� � ½½ xðy	 zÞ�� � 1

¼ ½ðxyþ xÞzþ ðxyþ xÞ� � ½xðyzþ yÞ þ x� � 1

¼ xyzþ xzþ xyþ x� xyz� xy� x� 1

¼ xz� 1
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is nonnegative when x; y; z � 1. For the second rule we have

½½ f ðxÞ 	 f ðyÞ�� ¼ ð2xÞð2yÞ þ 2x

½½ f ðx	 yÞ�� ¼ 2ðxyþ xÞ:
Hence

½½ f ðxÞ 	 f ðyÞ�� � ½½ f ðx	 yÞ�� � 1 ¼ ½4xyþ 2x� � ½2ðxyþ xÞ� � 1

¼ 2xy� 1

is nonnegative when x; y � 1. For the third rule we have

½½ f ðxÞ 	 ð f ðyÞ 	 zÞ�� ¼ 2xð2yzþ 2yÞ þ 2x

½½ f ðx	 yÞ 	 z�� ¼ 2ðxyþ xÞzþ 2ðxyþ xÞ:

Hence

½½ f ðxÞ 	 ð f ðyÞ 	 zÞ�� � f ðx	 yÞ 	 z� 1

¼ ½2xð2yzþ 2yÞ þ 2x� � ½2ðxyþ xÞzþ 2ðxyþ xÞ� � 1

¼ 4xyzþ 4xyþ 2x� 2xyz� 2xz� 2xy� 2x� 1

¼ 2xyzþ 2xy� 2xz� 1

which, after proper factorization 2xzðy� 1Þ þ ð2xy� 1Þ, is easily proven

nonnegative when x; y; z � 1.

We see that proving termination of TRS using a given polynomial �-inter-

pretation can be done automatically, as soon as one can check whether a given

polynomial with n variables is nonnegative over Dn
�.

However, as illustrated by this last check where a smart factorization was

required to somehow dominate the negative coefficients, checking whether a poly-

nomial is nonnegative or not is far from being a simple task. We shall address

this problem in the next section.

3.3. TESTING POSITIVENESS OF POLYNOMIAL FUNCTIONS

We focus now on the positiveness problem of polynomial functions that is: given

a polynomial P 2 Z½X1; . . . ;Xn�, prove that Pðx1; . . . ; xnÞ � 0 for any value

xi � �. We remark first that this problem is undecidable in general since

Hilbert’s Tenth Problem can be reduced to it [40, 41].

Testing positiveness, in the context of automated termination proof, has been

studied by several authors [3, 22, 36, 48, 49, 52]. All their methods propose to

approximate the problem by checking positiveness for any real values greater

than � of their arguments, a problem that becomes decidable [54] but still
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algorithmically very complex. These authors proposed partial methods (i.e.,

correct and terminating but incomplete) supposed to be sufficient for an ap-

plication to termination of TRSs.

Recently, Hong & Jakuš [29] made a comparison between some of these

methods while proposing a new one: the absolute positiveness method. They

proved it to be strictly more powerful than methods of Ben Cherifa & Lescanne

[3] and Steinbach [52], and to be equivalent to Giesl’s method [22] (which com-

putes successive derivatives).

The methods of Rouyer [48, 49] and Lescanne [36] are not comparable with

the absolute positiveness method. On a few examples, they succeed in proving

positiveness of nonabsolutely positive polynomials, such as x2 þ y2 � 2xy.

However, they do not propose any way to automate the search for polynomial

interpretations. Since they do not offer a clear increment of power in practice,

our method of choice will be the absolute-positiveness method.

DEFINITION 3.13. A polynomial P is said to be �-absolutely positive if and

only if polynomial

QðX1; . . . ;XnÞ ¼ PðX1 þ �; . . . ;Xn þ �Þ

has nonnegative coefficients only.

Note that this is not exactly the definition of Hong & Jakuš: they regard strict
positiveness, which can be obtained by considering polynomial Q� 1 instead

of Q in our definition. A straightforward sufficient condition for positiveness

(adapted from Hong & Jakuš [29]) is the following.

LEMMA 3.14. If P is �-absolutely positive, then it is nonnegative for all values
in D� of its variables.

Proof. If P has n variables, let k1; . . . ; kn be arbitrary integers greater or equal

to �, then

Pðk1; . . . ; knÞ ¼ Qðk1 � �; . . . ; kn � �Þ

is nonnegative since it is an expression without any negative operations. Ì

This seems to be a nice and simple check to perform. However, computing the

Ftranslated_ polynomial Q above can be quite costly in general, as shown in the

example below. More precisely, Hong & Jakuš showed that the algorithmic

complexity of computing translation is the same as Giesl’s method [22].

EXAMPLE 3.15. Let us consider the last rule in Lankford’s example, Section

3.12. We have to check whether

Pðx; y; zÞ ¼ 2xyzþ 2xy� 2xz� 1 � 0
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for each x; y; z � 1. We compute

Pðxþ 1; yþ 1; zþ 1Þ
¼ 2ðxþ 1Þðyþ 1Þðzþ 1Þ þ 2ðxþ 1Þðyþ 1Þ � 2ðxþ 1Þðzþ 1Þ � 1

¼ 2xyzþ 2xyþ 2yzþ 2xzþ 2xþ 2yþ 2zþ 2

þ 2xyþ 2xþ 2yþ 2� 2xz� 2x� 2z� 2� 1

¼ 2xyzþ 4xyþ 2yzþ 2xþ 4yþ 1

which has nonnegative coefficients only.

Nevertheless, since this method is at least as powerful as the former ones

while being quite simple, it will be our choice. But in fact, we are going to

improve it a bit in our context, as we shall see in next subsection.

3.4. COMPUTING �-TRANSLATION IN ADVANCE

We start from the easy remark that if we have � ¼ 0, the previous posi-

tiveness test based on absolute positiveness becomes completely trivial. Hence

taking � ¼ 0 as often as possible seems to be a good choice.

A natural question is: BIs it always possible to choose � ¼ 0?^ The answer is

BYes^ indeed, and the proof is surprisingly easy.

PROPOSITION 3.16. Let ð��;
�Þ be a term ordering defined by polynomial
interpretations with a given �. Then this ordering can also be defined by some
polynomial interpretations with � ¼ 0.

Proof. Assuming given a polynomial �-interpretation �, let us define inter-

pretation �0 by

½½ f ���0
ðx1; . . . ; xnÞ ¼ ½½ f ���ðx1 þ �; . . . ; xn þ �Þ � �

where �0 is the newly defined 0-interpretation on terms. By an easy structural

induction, we have for any ground term t

�0ðtÞ ¼ �ðtÞ � �:
Hence we have immediately, for any ground terms t1 and t2, t1 ��0

t2 iff t1 �� t2,

and the same for 
�0
. On nonground terms, we have to take care of valuations of

variables: indeed, there is a one-to-one correspondence T between valuations in

D0 and valuations in D�, defined by TðIÞðxÞ ¼ IðxÞ þ �, and we have for any

nonground term t, by structural induction:

�0ðtÞðIÞ ¼ �ðtÞðTðIÞÞ � �
Hence we have, for any nonground terms t1 and t2, t1 ��0

t2 iff t1 �� t2, and the

same for 
�0
. So both interpretations define the same ordering. Ì
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The consequence is double. First, regarding implementation, in order to avoid

the computation cost of �-translation of some polynomial P each time we want

to check its positiveness, it is much more efficient to compute the �-translation of

interpretations once and for all: later on, each time we will want to check

t1 �� t2, we will compute �0ðt1Þ � �0ðt2Þ and check positivity of its coefficients,

thus avoiding any additional and expensive computation of �-translations. So all

further computations will be done with these new interpretations, and checking

positiveness will be done simply by examining positiveness of coefficients only.

EXAMPLE 3.17. Again with Lankford’s example, we can compute the trans-

lations of interpretations of f and 	. We define the new interpretations as

½½ f ���0
ðxÞ ¼ ½½ f ���ðxþ 1Þ � 1 ¼ 2ðxþ 1Þ � 1 ¼ 2xþ 1

½½	���0
ðx; yÞ ¼ ½½	���ðxþ 1; yþ 1Þ � 1

¼ ðxþ 1Þðyþ 1Þ þ ðxþ 1Þ � 1 ¼ xyþ 2xþ yþ 1:

Second, it shows that if we want to search for a polynomial interpretation

automatically, fixing � ¼ 0 is enough. This important fact will be used in the

next section. There is a potential drawback though, coefficients of �-translated

polynomials could be larger, but in general we can hope that there are other

solutions with smaller coefficients: for the example above, an automatic search

indeed found that ½½ f ��ðxÞ ¼ xþ 1 is suitable too.

We end this section by giving a simplified criterion for weak or strict

monotonicity of the generated ordering, when � ¼ 0.

LEMMA 3.18. A polynomial 0-interpretation Pðx1; . . . ; xnÞ with nonnegative
coefficients is always nondecreasing in each of its arguments. It is strictly
increasing in its i-th argument if and only if there is a monomial axk

i with a > 0

and k > 0.

Proof. If Pðx1; . . . ; xnÞ ¼ axk
i þ Qðx1; . . . ; xnÞ with a > 0, k > 0 and Q has

nonnegative coefficients, then it is clearly increasing in xi. Conversely, if

Pðx1; . . . ; xnÞ is increasing in xi, then Pð0; . . . ; 0; xi; 0; . . . ; 0Þ is also increasing in

xi, so there must be a monomial in only xi with a positive coefficient. Ì

EXAMPLE 3.19. With Lankford’s example, the new interpretations given for

� ¼ 0 generate a strictly monotonic ordering, since the coefficient of x in ½½ f ���0

is 2 and the coefficients of x and y in ½½	���0
are 2 and 1; respectively.

4. Automated Search for Polynomial Interpretations

This section is devoted to methods for searching suitable polynomial inter-

pretations for proving termination of a given TRS. As shown in the previous
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section, we may look for 0-interpretations only, without any loss of generality.

And for such interpretations, reducing positiveness of a polynomial to posi-

tiveness of each of its coefficients is a correct (yet incomplete) method which is

at least as powerful as other methods known in the literature.

The first step, done in Section 4.1, is to fix a bound on the degree of poly-

nomials we search for. On that respect, we follow Steinbach classification [52].

Such a bound being fixed, we show that searching for interpretations reduces

to solving Diophantine constraints. However, this problem is still undecidable

[40, 41].

Thus, in Section 4.2, we discuss partial methods for solving such constraints.

As in the first step, we need to fix a bound on the values of variables we search

for: to make the problem decidable, we are reduced to solving constraints over a

finite domain. We show in Section 4.3 how known methods for such constraints

can be tailored to solve Diophantine constraints. Then, in Section 4.4, we address

practical problems arising in implementation, that is, the excessively high

algorithmic complexity.

4.1. PARAMETRIC POLYNOMIAL INTERPRETATIONS

To find a suitable interpretation automatically, we choose for each symbol of the

signature a parametric polynomial, that is, a polynomial where coefficients are

variables the values of which have to be found. In order to have a finite number

of such variables, we need to fix a bound on degree of the polynomials we search

for.

Steinbach classified restricted forms of multivariate polynomials [52]. The

linear class contains polynomials of degree 1 at most, that is,

Pðx1; . . . ; xnÞ ¼ a1x1 þ � � � þ anxn þ c:

The simple class contains polynomials of at most degree 1 in each variable:

Pðx1; . . . ; xnÞ ¼
X

ij2f0;1g
ai1;...;inx

i1
1 � � � xin

n :

The simple-mixed class contains polynomials whose monomials consist of either

a single variable with degree 2, or of several variables of at most degree 1:

Pðx1; . . . ; xnÞ ¼
X

ij 2 f0;1g
ai1;...;inx

i1
1 � � � xin

n þ
X

1� i�n

bix
2
i :

This terminology is used Fas is_ in our implementation, to select a given class.

We added the quadratic class for polynomials of degree 2, an extension to the

simple-mixed class:

Pðx1; . . . ; xnÞ ¼
X

ij2f0;1;2g
ai1;...;inx

i1
1 � � � xin

n :
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This classification is slightly overridden when commutative or associative-

commutative symbols are involved (those are the only equational theories sup-

ported in our implementation). For AC symbols, we always choose a parametric

interpretation of the form axyþ bðxþ yÞ þ c where b2 ¼ bþ ac. For a com-

mutative but not associative symbol f , we should use a polynomial ½½ f �� such that

½½ f ��ðx; yÞ ¼ ½½ f ��ðy; xÞ, hence the special form of linear polynomials ½½ f ��ðx; yÞ ¼
aðxþ yÞ þ b, simple polynomials ½½ f ��ðx; yÞ ¼ axyþ bðxþ yÞ þ c, and simple-

mixed or quadratic polynomials ½½ f ��ðx; yÞ ¼ aðx2 þ y2Þ þ bxyþ cðxþ yÞ þ d.

Once a class of polynomials is chosen, we have a finite number of variables.

Now we have to translate, into constraints on these variables, each of the con-

ditions that ensure suitability of the defined ordering ð�;
Þ. We detail this

process below. In the following, P � 0 means each coefficient of P is non-

negative, and P ¼ 0 means each coefficient is null.

First, we shall point out that the requirement for � monotonic, 
 and �
stable, and 
 well-founded is satisfied as soon as all coefficients are nonnegative.

The reduction of the remaining conditions to constraints is as follows:

Y 
 monotonic w.r.t. ith arg. of f , reduces to

ai � 1

if ai is the coefficient of xi in ½½ f ��.
Y � and 
 compatible with an equational theory E reduces to

½½t�� � ½½u�� ¼ 0

for each equation t ’ u of E.
Y For the special case of commutativity: � and 
 C-compatible w.r.t. f

reduces to nothing if a symmetric parametric interpretation is chosen as

above.
Y For the AC case, � and 
 AC-compatible w.r.t. f , reduces to

b2 ¼ bþ ac

if the parametric interpretation of f is ½½ f ��ðx; yÞ ¼ axyþ bðxþ yÞ þ c.
Y t1 � t2 reduces to

½½t1�� � ½½t2�� � 0

Y t1 
 t2 reduces to

½½t1�� � ½½t2�� � 1 � 0:

Hence, at this step, proving termination of a given TRS has been reduced to

the problem of solving a set of Diophantine constraints on the coefficients in-

troduced in the parametric interpretations.
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EXAMPLE 4.1. Back to Lankford’s example, if we want to automatically find

suitable polynomial interpretations, we may try parametric simple interpretations

½½ f ��ðxÞ ¼ axþ b

½½	�� ðx; yÞ ¼ cxyþ dxþ eyþ f :

Thus, proving termination of the system reduces to solving the following con-

straints (the first three coming from strict monotonicity conditions):

a > 0 d > 0 e > 0

cðcxyþ dxþ eyþ f Þzþ dðcxyþ dxþ eyþ f Þ þ ezþ f

> cxðcyzþ dyþ ezþ f Þ þ dxþ eðcyzþ dyþ ezþ f Þ þ f

cðaxþ bÞðayþ bÞ þ dðaxþ bÞ þ eðayþ bÞ þ f

> aðcxyþ dxþ eyþ f Þ þ b

cðaxþ bÞðcðayþ bÞzþ dðayþ bÞ þ ezþ f Þ þ dðaxþ bÞþ
eðcðayþ bÞzþ dðayþ bÞ þ ezþ f Þ þ f

> cðaðcxyþ dxþ eyþ f Þ þ bÞzþ
dðaðcxyþ dxþ eyþ f Þ þ bÞ þ ezþ f :

The last three, after normalization, become

ðcd � ceÞxzþ ðd2 � cf � dÞxþ ðe� e2 þ fcÞzþ ðdf � ef � 1Þ � 0

ðca2 � caÞxyþ ðcabÞxþ ðcabÞyþ ðcb2 � faþ f þ ebþ db� b� 1Þ� 0

ðc2a2 � c2aÞxyzþ ðdca2 � dcaÞxyþ ðeca� dcaþ c2baÞxz

þð fca� d2aþ dcbaþ daÞxþ ðe2 � fcaþ 2ecb� eþ c2b2 � cbÞz
þðc2baÞyzþ ðdcbaÞyþ ð fe� fdaþ fcbþ edbþ dcb2 � 1Þ � 0:

Hence, by the simple criterion of absolute positiveness, proving termination re-

duces to solving

a� 1 � 0 cb2 � faþ f þ ebþ db� b� 1 � 0

d � 1 � 0 c2a2 � c2a � 0

e� 1 � 0 dca2 � dca � 0

cd � ce � 0 eca� dcaþ c2ba � 0

d2 � cf � d � 0 c2ba � 0

e� e2 þ fc � 0 fca� d2aþ dcbaþ da � 0

df � ef � 1 � 0 e2 � fcaþ 2ecb� eþ c2b2 � cb � 0

ca2 � ca � 0 dcba � 0

cab � 0 fe� fdaþ fcbþ edbþ dcb2 � 1 � 0:
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4.2. SOLVING DIOPHANTINE CONSTRAINTS: GENERAL IDEA

The general idea is, first, to turn this problem into a decidable one by putting an

arbitrary bound on the solutions we look for: we restrain the search for values of

variables satisfying the constraints to a given interval ½0;B� where B is some

nonnegative integer bound. The problem becomes then an instance of the so-

called finite domain constraint satisfaction problems, which have been exten-

sively studied in the literature, especially in the context of constraint logic

programming [10, 30]. The usual way of solving such constraints is a gen-

eralization of the well-known DavisYPutnam procedure for deciding satisfiability

of propositional formulas, which are formulas where variables lie in the finite

domain ftrue; falseg. The general shape of the solving algorithm is made of two

parts, working on a data structure called store which tells which values are

possible for each variable. The first part is the constraint propagation procedure

that, given a store and a constraint, performs some logical deductions to produce

a smaller store. The second part is a nondeterministic branching which explores

all possible values of variables, with various heuristics.

When specialized to solving constraints in an integer domain ½0;B�, it is handy

to have a store which memorizes only the minimum and the maximum values of

variables, leading to the main algorithm given in Figure 1. In that algorithm,

propagate is the constraint propagation procedure: it is supposed to perform

arbitrary correct deductions from a given store and given constraints:

propagateðs;CÞ returns a store s0, included in s (that is for each variable x,

s0:x:min � s:x:min and s0:x:max � s:x:max) such that any solution of C inside s is

also inside s0. Note that it may also throw NoSolution if it deduces that no

solution exists. Procedure ChooseVarðsÞ chooses a variable on which a reasoning

by cases will be done. It should return any variable x such that x:min < x:max.

Figure 1. Main algorithm for solving Diophantine constrains.
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Finally, isSolution is a procedure that, given a store where each variable is

associated to a single value, tells whether this store is a solution or not. Notice

that the algorithm given in Figure 1 uses a particular branching strategy: once a

variable x is chosen, two cases are considered, the first one occurs when x is

equal to its minimum possible value, the second one occurs when it is greater

than that. Any other branching strategy is possible, such as domain bisection, but

the one chosen here gives better results in practice.

It is straightforward to see that this algorithm will end in finite time whatever

the implementations of propagate and chooseVar might be. But of course, the

efficiency highly depends on clever implementations of these two subroutines:

for example, if propagate does not deduce anything and simply returns the store

given as argument, then the algorithm will explore exhaustively the set ½0;B�n
(n number of variables) of possible solutions. In constraint programming in

general, and for finite domain constraints in particular, the Ffirst-fail principle_ is

known to be good: the idea is to try to fail as quickly as possible, in order to cut

branches. In CiME, we implemented the following heuristic: a variable with the

smallest min is chosen, amongst all variables with the minimal min, a variable

with the largest value of max is chosen, and again among all possible remaining

variables, the variable which occurs most often in the constraints is chosen. This

means that when setting the chosen variable to its minimum value, we add as

much new constraints as possible, in particular we first try to set variables to 0 as

much as possible. We have experimented variants of this heuristic, but this one

appears to be the best. We will not discuss further the possible implementation of

chooseVar.

EXAMPLE 4.2. Let’s consider the set of Diophantine constraints

2xþ y � 12; xy ¼ 15

and assume we want to solve it for x; y in interval ½0; 100�. We first build the

initial store

���������
x 0 100j

j
j���������

j

j
j

y 0 100

j

j
j

���������

j

j
j

We may then propagate the constraints: from 2xþ y � 12, we deduce y �
12� 2x � 12. From 2xþ y � 12 again, we deduce x � b12�y

2
c � b12

2
c ¼ 6 (we

denote bac the greatest integer less than or equal to a). Hence the store becomes

���������
x 0 6j

j
j���������

j

j
j

y 0 12

j

j
j

���������

j

j
j
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Furthermore, from xy ¼ 15, x � d15
y e � d15

12
e ¼ 2 (we denote dae the smallest

integer greater than or equal to a), and y � d15
x e � d15

6
e ¼ 3; hence

���������
x 2 6j

j
j���������

j

j
j

y 3 12

j

j
j

���������

j

j
j

Considering again 2xþ y � 12, we get x � b12�3
2
c ¼ 4 and y � 12� 2	 2 ¼ 8,

and again from xy ¼ 15, we have y � d15
x e � d15

4
e ¼ 4; hence we get

���������
x 2 4j

j
j���������

j

j
j

y 4 8

j

j
j

���������

j

j
j

and we cannot deduce more on intervals for x and y, so this last store is the result

of propagation of the constraints on the initial store. We have then to reason by

cases. We choose one of the variables, say x, and branch into two cases: whether

x is equal to its minimum value in the store or not. If we fix x ¼ 2; we get the

store

���������
x 2 2j

j
j���������

j

j
j

y 4 8

j

j
j

���������

j

j
j

and propagation of d15
x e � y � b15

x c leads to an inconsistent store

���������
x 2 2j

j
j���������

j

j
j

y 8 7

j

j
j

���������

j

j
j

Hence exception NoSolution may be thrown. Backtracking to the last branching

point, we know that x 6¼ 2 and get the store

���������
x 3 4j

j
j���������

j

j
j

y 4 8

j

j
j

���������

j

j
j

which, after propagation, becomes

���������
x 3 4j

j
j���������

j

j
j

y 4 5

j

j
j

���������

j

j
j

Choosing then the value x ¼ 3 and propagating the constraints leads to the so-

lution x ¼ 3, y ¼ 5.

4.3. TRANSLATING DIOPHANTINE CONSTRAINTS INTO FINITE DOMAIN

CONSTRAINTS

The next goal is to make constraint propagation efficient. The main idea, coming

from constraint logic programming and implicitly used in the previous example,
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is to transform the constraints into so-called finite domain constraints of the form

x 2 ½e1; e2� where e1 and e2 are expressions. Constraint propagation will then be

done by computing minimal value of e1 and maximal value of e2 and comparing

them with minimal and maximal values of x.

EXAMPLE 4.3. The constraints f2xþ y � 12; xy ¼ 15g will be transformed

into finite domain constraints:

x 2 ½0; ð12� yÞ=2� x 2 ½15=y; 15=y�

y 2 ½0; 12� 2	 x� y 2 ½15=x; 15=x�

This approach is quite well-known indeed for linear Diophantine constraints

[10] which is a major case in applications of constraints logic programming.

However, the case of nonlinear Diophantine constraints seems not to have been

studied. So we designed a specialized variant of finite domain constraints to fit

our needs, which we describe now. A problem arising when putting Diophantine

constraints into a form x 2 ½e1; e2� is that we need to use divisions (as in the

example above) and/or n-th roots. Thus, we have to keep in mind the semantics

of such expressions and neither divide by zero nor take the root of a negative

number.

DEFINITION 4.4. A finite domain Diophantine constraint is a formula of the

form x 2 ½e1; e2�; where e1 and e2 are finite domain Diophantine expressions, of

the form

n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð f � f Þ=f

p

where n denotes a positive integer, and f denotes positive polynomial expressions
as defined by the grammar

f ::¼ n j x j f þ f j f 	 f

where n denotes a nonnegative integer constant and x a variable.

For readability, we simply write e for e� 0, 1
ffiffiffi
e
p

and e=1.

We define what a solution of a set of such finite domain constraints is,

taking care of not dividing by zero and not evaluating the root of a negative

number:

DEFINITION 4.5. For a valuation � : X! N, we define a function mapping

positive polynomial expressions to integers by

evalðn; �Þ ¼ n

evalðx; �Þ ¼ �ðxÞ
evalðe1 þ e2; �Þ ¼ evalðe1; �Þ þ evalðe2; �Þ
evalðe1 	 e2; �Þ ¼ evalðe1; �Þ 	 evalðe2; �Þ
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We say that � is a solution of a set C of finite domain Diophantine con-

straints when it is a solution of each constraint in C. It is a solution of a con-

straint x 2 ½e1; e2� if it satisfies x � e1 and x � e2. A valuation � satisfies x �
n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð f1 � f2Þ=f3

p
when �ðxÞn 	 evalð f3; �Þ þ evalð f2; �Þ � evalð f1; �Þ, and it sat-

isfies x � n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð f1 � f2Þ=f3

p
when �ðxÞn 	 evalð f3; �Þ þ evalð f2; �Þ � evalð f1; �Þ.

We are now ready to define our translation from Diophantine constraints into

finite domain constraints.

DEFINITION 4.6. The finite domain translation of a Diophantine constraint

P � 0, P � 0 or P ¼ 0, is a set of n constraints, n being the number of

occurrences of each variable in P. Each of these constraints are computed as

follows: for each occurrence of a variable x in a monomial M of P, say M ¼
�axkQ where a > 0 and x does not occur in Q, we rewrite the constraint into one

of the three forms

axkQþ R � 0 ð2Þ

axkQþ R � 0 ð3Þ

axkQþ R ¼ 0 ð4Þ
A constraint of form equation (2) is translated into

x 2
�

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRneg � RposÞ=aQ

q
;B

�

where B is the bound of solutions to search for, and R ¼ Rpos � Rneg where Rpos

and Rneg have only positive coefficients. A constraint of form (3) is translated

into

x 2
�

0; k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRneg � RposÞ=aQ

q �

A constraint of form (4) is translated into

x 2
�

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRneg � RposÞ=aQ

q
; k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRneg � RposÞ=aQ

q �

The next proposition shows that our translation is sound. We point out that we

require the Diophantine constraints we start from to contain no Ftrivial_
constraint, that is, no constraint of the form c � 0 (or � or ¼), where c is a

constant. Such constraints are either trivially true and may be removed, or false

and the whole set is unsatisfiable.

PROPOSITION 4.7. If C is a set of Diophantine constraints containing no
trivial constraint, then its set of solutions in ½0;B� is exactly the same as the set of
so-lutions in ½0;B� of its translation D into finite domain constraints.
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Proof. If � satisfies C, since any constraint d of D comes from a translation of

some constraint c in C, and from Definition 4.5, the truth of �ðcÞ implies the truth

of �ðdÞ. Conversely, if � is a solution of D, then for any constraint c of C, c
generated at least one constraint d in D (because c is not trivial), and again, the

truth of �ðdÞ implies the truth of �ðcÞ by Definition 4.5. Ì

We can go back now to the algorithm for solving finite domain constraints.

We want to design an implementation of the propagation procedure that is

specific to the form of constraint we have. The proposed algorithm is given in

Figure 2, where the auxiliary procedure chooseðCÞ returns an arbitrary element

of C, and dependOnðC; xÞ returns the subset of C where x occurs. The while loop

always terminates because at each iteration either the store size
P
ðx:max�

x:minÞ decreases, or it remains unchanged and the size of the active set of con-

straints decreases. Functions minVal and maxVal are defined by

minValðn; sÞ ¼ maxValðn; sÞ ¼ n
minValðx; sÞ ¼ s:x:min

maxValðx; sÞ ¼ s:x:max

minValðe1 þ e2; sÞ ¼ minValðe1; sÞ þ minValðe2; sÞ
maxValðe1 þ e2; sÞ ¼ maxValðe1; sÞ þ maxValðe2; sÞ
minValðe1 	 e2; sÞ ¼ minValðe1; sÞ 	 minValðe2; sÞ
maxValðe1 	 e2; sÞ ¼ maxValðe1; sÞ 	 maxValðe2; sÞ
minValðe1 � e2; sÞ ¼ minValðe1; sÞ � maxValðe2; sÞ

maxValðe1 � e2; sÞ ¼ maxValðe1; sÞ � minValðe2; sÞ
minValðe1=e2; sÞ ¼ dminValðe1; sÞ=maxValðe2; sÞÞe
maxValðe1=e2; sÞ ¼ bmaxValðe1; sÞ=minValðe2; sÞÞc

minValð n
ffiffiffi
e
p
; sÞ ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
minValðe; sÞ

p� �

maxValð n ffiffiffie
p
; sÞ ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxValðe; sÞ

p� �

where any division by zero or root of a negative number throws exception

ArithError.

PROPOSITION 4.8. The propagation algorithm is correct, that is whenever �
is a solution of C included in some store s, then it is also included in store
propagateðs;CÞ.

Proof. It suffices to show that this property is an invariant of the while loop.

Assume � is a solution of C included in a store s, that is for all x, s:x:min �
�ðxÞ � s:x:max. Then by an easy structural induction, for any finite domain

positive polynomial expression f we have

minValð f ; sÞ � evalð f ; �Þ � maxValð f ; sÞ ð5Þ

This is true indeed because only nonnegative expressions are involved in f , hence

the minimum value of a product is the product of the minimum values of its

arguments, and the same for the maximum.
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Assume a new deduction is made by propagation of some constraint x 2
½e1; e2�. Assume the new deduction is made on e1, that is minValðe1; sÞ is defined

and greater than s:x:min. Assume e1 ¼ n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð f1 � f2Þ=f3

p
. Then

minValðe1; sÞ ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
minValð f1; sÞ � maxValð f2; sÞ

maxValð f3; sÞ

� 	s& ’
ð6Þ

where no undefined operations exists in this formula, that is, maxValð f3; sÞ is

positive and the fraction is nonnegative. Since � is a solution, we have

�ðxÞn 	 evalð f3; �Þ þ evalð f2; �Þ � evalð f1; �Þ

Hence by equation (5)

�ðxÞn 	 maxValð f3; sÞ þ maxValð f2; sÞ � minValð f1; sÞ

So, since maxValð f3; sÞ is positive

�ðxÞn � ðminValð f1; sÞ � maxValð f2; sÞÞ=maxValð f3; sÞ

that is,

�ðxÞn � dðminValð f1; sÞ � maxValð f2; sÞÞ=maxValð f3; sÞe

Figure 2. The propagation algorithm.
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because �ðxÞn is an integer. Since the right-hand side is nonnegative, and root

functions are increasing

�ðxÞ � n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðminValð f1; sÞ � maxValð f2; sÞÞ=maxValð f3; sÞe

p

and by equation (6), and again because �ðxÞ is an integer, we get �ðxÞ �
minValðe1; sÞ.

We similarly prove that �ðxÞ � maxValðe2; sÞ, and proceed similarly when the

new deduction is made on e2. Ì

4.4. FURTHER OPTIMIZATIONS

The algorithm provided in the previous section is reasonably efficient, at least

much more efficient than the trivial algorithm which explores all possible val-

uations. However, as noticed in the example of Section 4.1, the size of the

constraints to be solved increases quickly with the number of rules of the TRS.

Hence, dealing with actual systems brings to the fore the need for more opti-

mizations.

We first give some straightforward simplification rules, then we explore an

improvement that amounts to abstracting squares and products in order to make

each constraint more Fatomic_ and to share products as much as possible.

Eventually we analyze the complexity of performing these sharings.

4.4.1. Simplifications

In Proposition 4.7, we have already seen that one should handle constraints

where no variable occurs before performing any translation into finite domain

constraints. In fact, more simplification rules can be applied before the

translation: assume we write a polynomial
P

cimi where the mi are primitive

monomials and the ci are the coefficients, we have the following simplification

rules:
X

cimi ¼ 0) allNullðc0;m1; . . . ;mkÞ if all ci � 0

X
cimi � 0) true if all ci � 0

X
cimi ¼ 0) allNullðc0;m1; . . . ;mkÞ if all ci � 0

X
cimi � 0) allNullðc0;m1; . . . ;mkÞ if all ci � 0

where allNullðc0;m1 . . . ;mkÞ is either false if coefficient c0 is not 0, or the set of

constraints fm1 ¼ 0; . . . ;mk ¼ 0g if c0 ¼ 0.

PROPOSITION 4.9. These transformations preserve the set of solutions.
Proof. Straightforward. Ì
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4.4.2. Abstracting squares and products of Diophantine constraints

As noticed, for finite domain constraints in general, by Codognet & Diaz [10],

the efficiency of the propagation procedure can be significantly improved by

making the constraints as small as possible, so as to get a small number of

constraints given by dependOn. One way to achieve this is to introduce an op-

eration called abstraction: to introduce fresh variables to denote subexpressions.

For example, for solving the constraint

x7 � x4 þ x3 � 5 � 0

one may introduce y ¼ x2 to transform the constraint into fxy3 � y2 � xy� 5 �
0; y ¼ x2g, then furthermore z ¼ y2 and t ¼ xy to get ftz� z� t� 5 � 0;
y ¼ x2; z ¼ y2; t ¼ xyg. On this form, one may further note that this introduction

of variables makes some sharing of common subexpressions. Such abstractions

could be made on any subexpressions, but we made the choice of performing

them only for abstractions of squares and products of variables, so as to share

multiplications only (we discuss further this choice in Section 5).

However, these abstractions introduce a small difficulty: they do not preserve

the set of solutions in a given interval ½0;B�. For instance, fxy ¼ 4; xþ y ¼ 4g
has a solution in ½0; 2� whereas fz ¼ 4; z ¼ xy; xþ y ¼ 4g has not. Hence, when

performing abstractions, a maximal bound has to be computed for each variable

(after computing the initial store, in procedure solve of Figure 1). The trans-

formation rules are

Square abstraction

S;C) S [ fz:min ¼ 0; z:max ¼ ðx:maxÞ2g;C½x2=z� [ fz ¼ x2g
Product abstraction

S;C) S [ fz:min ¼ 0; z:max ¼ x:max	 y:maxg;C½xy=z� [ fz ¼ xyg
where z is a fresh variable and C½e=z� denotes replacement of e by z in C.

Replacement of x2 by z amounts to replacing any power x2n by zn and x2nþ1 by

xzn, and replacement of xy by z amounts to replacing any xnþkyn by xkzn and any

xnynþk by ykzn.

PROPOSITION 4.10. These transformations preserve the set of solutions in
the following sense: given a bound B and a set of constraints C, given S;D
obtained by any number of abstractions starting from ðfx:min ¼ 0; x:max ¼ B j
x 2 Cg;CÞ, a valuation � in ½0;B� is a solution of C if and only if there is a
solution �0 of D in S such that �0ðxÞ ¼ �ðxÞ for each variable x of C.

Proof. The if part is trivial. For the only if part we proceed by induction on

the number of abstraction performed. If none this is trivial since DC. If the

proposition is true for S;D; and we perform an additional abstraction, say

S;D) S [ fz:min ¼ 0; z:max ¼ x:max	 y:maxg;D½xy=z� [ fz ¼ xyg
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(the proof is similar with a square abstraction). If � is a solution of C, then by

induction there is a �0 solution of D such that �0ðxÞ ¼ �ðxÞ. We pose �00ðzÞ ¼
�0ðxÞ 	 �0ðyÞ and �00ðvÞ ¼ �0ðvÞ for v 6¼ z. Then �00 is clearly a solution of

D½xy=z� [ fz ¼ xyg in S [ fz:min ¼ 0; z:max ¼ x:max	 y:maxg. Ì

4.4.3. Minimisation of the number of introduced variables

Until now, we have not discussed strategies for choosing which product or square

to abstract, and in which order. Ideally, one would like to proceed in such a

way that a minimal number of extra variables is introduced. However, finding

such a minimal way is equivalent to solving the famous problem of addition
chains [32], where the length of a chain corresponds to the number of introduced

variables.

The simplest case is when one wants to compute a power of a single variable

with the minimum number of multiplications. A well-known efficient algorithm

is the dichotomic one: x2n ¼ ðxnÞ2, x2nþ1 ¼ x	 ðxnÞ2, also called recursive

scheme in [45]. Its complexity is bounded with 2logðnÞ;j but it is not optimal:

for x15 it requires six multiplications whereas it is possible to proceed with

only 5. The classical complexity results on addition chains for a single integer

n state that the length of the shortest chain is between logðnÞ and 2logðnÞ,
but in general, the only way to compute it is by using a nondeterministic

Fbranch and bound_ algorithm, and no closed formula on n giving the optimal

number of multiplications is known. Moreover, we are in the very general case,

with several variables and several monomials; thus the problem is even more

complicated.

Since no optimal deterministic algorithm was known, we decided to use a

nonoptimal algorithm of our own. It involves a heuristic way to decide which

square or product to abstract, and never backtracks so that the computation

would be done in a short time.

Our algorithm proceeds as follows: it computes the weight of each possible

square and product i.e.,, the number of multiplications that will be saved if the

abstraction is performed:

Y the weight of x2 is the sum of b�=2c for each occurrence of x�;

Y the weight of xy is the sum of minð�; �Þ for each occurrence of x�y�.

The complete algorithm, displayed in Figure 3, consists in applying square

abstraction or product abstraction iteratively, always choosing an abstraction of

maximal weight. If a product and a square have the same (maximal) weight, the

j logðnÞ denotes the logarithm of n in base 2, rounded by floor.
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square abstraction will be preferred (a property we will use in the following

complexity analysis). Note that in the case of one power of one variable, this

algorithm is equivalent to the dichotomic one above. Technically, our imple-

mentation involves a variant, obtained by stopping the abstraction whenever the

maximal weight is not at least two. In other words, no abstraction of a product is

performed if it does not make some sharing. We will discuss this variant in

Section 5.

4.4.4. Complexity analysis

Pippenger [46] gave the following estimation of the length of the shortest chain:

Lðp; q; nÞ ¼ minðp; qÞ log nþ H

log H
U

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log log H

log H

s !
þ Oðmaxðp; qÞÞ

where n is the maximal coefficient, p the number of variables, q the number of

monomials, H ¼ pqlogðnþ 1Þ, and UðxÞ is of the form 2OðxÞ. Roughly speaking,

this bound depends linearly in p and q, and logarithmically in n. Regarding our

algorithm, we have been able to establish a bound that is also logarithmic in n
and linear in the number of nonzero coefficients.

To study this complexity, we care neither about the original polynomials

nor about, the coefficients of monomials; we just have to assume we have a set

of power products (i.e., monomial with coefficient 1). Then if we have q such

monomials over p variables, we build a matrix q	 p of exponents, each row

corresponding to a monomial, and each column to a variable. Such a matrix

uniquely determines the set of monomials, up to permutation of variables

names, but their order is not significant for the complexity of the algorithm.

Figure 3. The complete algorithm for square and product abstraction.
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During the proof of the next theorem, we express the algorithm in terms of

matrix transformation.

THEOREM 4.11. On input of several monomials identified with their matrix
M, the complexity CðMÞ of our algorithm is bounded by

CðMÞ �
X

1�j�p

CðMjÞ � q

where Mj is the jth column of M and

CðAÞ ¼
X

a2A;1�a

logðaÞ þ

 X

a2A;1�a

1

�
ð1þ logð max

a2A;1�a
aÞÞ

when A is a column.

Proof. By induction on M (the sum of elements for example).

Let us first notice that the number of rows is invariant during the

process of abstraction, and if A is a 0/1 vector, CðAÞ is equal to the number of

nonzero components in A, and if A � B component by component, then

CðAÞ � CðBÞ.
If the input of the algorithm is a set of q monomials of the form xji ,

1 � i � q; 1 � ji � p, that is, M is a 0/1 matrix, which is exactly one 1 per row,

there is no abstraction to perform, hence CðMÞ ¼ 0.

X

1� j� p

CðMjÞ � q ¼ q� q � 0 ¼ CðMÞ

Otherwise, some abstractions have to be done.

1. Let us assume that the first step is a square abstraction over a variable of

column of exponents A: by reordering the variables, without loss of

generality, the matrix of exponents is of the form ½A; M�. After the square

abstraction, it is of the form

M0 ¼ A

2

� 
; A mod 2; M

� �

and we have

C
A

2

� 
 �
¼
X

a2A;2�a

ðlogðaÞ�1Þþ
X

a2A;2�a

1

 !
1þ log max

a2A;2�a
a


 �
�1


 �

C A mod 2ð Þ ¼
X

a2A;a mod 2¼1

1
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Cð½A; M�Þ ¼ 1þ CðM0Þ

� 1þ C



bA

2
c
�
þ CðA mod 2Þ þ

X
1� j

CðMjÞ � q ðby inductionÞ

¼ 1þ
X

a2A;2�a

ðlogðaÞ � 1Þ þ
X

a2A;2�a

1

 !
1þ log max

a2A;2�a
a


 �
� 1


 �

þ
X

a2A; a mod 2¼1

1þ
X

1� j

CðMjÞ � q

¼ 1�
X

a2A;2�a

1þ
X

a2A;2�a

logðaÞ

þ
X

a2A;2�a

1

 !
1þ log max

a2A;2�a
a


 �
 �
�

X

a2A;2�a

1

þ
X

a2A; a mod 2¼1

1þ
X

1� j

CðMjÞ � q

¼ 1�
X

a2A;2�a

1þ
X

a2A;1�a

logðaÞ þ
X

a2A;1�a

1

 !
1þ log max

a2A;2�a
a


 �
 �

�
X

a2A;1¼a

1

 !
1þ log max

a2A;2�a
a


 �
 �
�

X

a2A;2�a

1þ
X

a2A; a mod 2¼1

1

þ
X

1� j

CðMjÞ � q

Cð½A; M�Þ ¼ 1þ CðM0Þ

� 1�
X

a2A;2�a

1þ
X

a2A;1�a

logðaÞ þ
X

a2A;1�a

1

 !
1þ log max

a2A;2�a
a


 �
 �

�
X

a2A;1¼a

1�
X

a2A;2�a

1þ
X

a2A; a mod 2¼1

1

þ
X

1�j

CðMjÞ � q

� 1�
X

a2A;2�a

1þ
X

a2A;1�a

logðaÞ þ
X

a2A;1�a

1

 !
1þ log max

a2A;2�a
a


 �
 �

þ
X

1�j

CðMjÞ � q

¼ 1�
X

a2A;2�a

1þ CðAÞ þ
X

1� j

CðMjÞ � q
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Since a square abstraction has been performed, A contains at least an element

greater than or equal to 2, hence,

Cð½A; M�Þ � CðAÞ þ
X

1� j

CðMjÞ � q

2. Let us assume that the first step of the algorithm is a product abstraction over

some variables and that A and B are their columns of exponents,

respectively. By reordering the variables and then the monomials, the matrix

of exponents may be given the form

Aþ

A¼

A�

B�

B¼

Bþ
M

2
4

3
5

where Aþ > B�, A¼ ¼ B¼ and A� < Bþ component by component, the first

two columns being A and B. Hence,

minðA;BÞ ¼
B�

A¼

A�

2
4

3
5¼

B�

B¼

A�

2
4

3
5

A�minðA;BÞ ¼
Aþ � B�

0

0

2
4

3
5B�minðA;BÞ ¼

0

0

Bþ � A�

2
4

3
5

C½A; B; M� ¼ 1þ C½A�minðA;BÞ; B�minðA;BÞ; minðA;BÞ; M�

� 1þ CðA�minðA;BÞÞ þ CðB�minðA;BÞÞ

þ CðminðA;BÞÞ þ
X

j�1

CðMjÞ � q ðby inductionÞ

¼ 1þ CðAþ � B�Þ þ CðBþ � A�Þ

þ
X

a2A�;1�a

log aþ

 X

a2A�;1�a

1

�

1þ log



max

a2minðA;BÞ;1�a
a

��

þ
X

a2A¼;1�a

log aþ

 X

a2A¼;1�a

1

�

1þ log



max

a2minðA;BÞ;1�a
a

��

þ
X

b2B�;1�b

log bþ

 X

b2B�;1�b

1

�

1þ log



max

b2minðA;BÞ;1�b
b

��

þ
X

j�1

CðMjÞ � q
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It is easy to obtain that

C½A; B; M� � 1þ CðAÞ þ CðBÞ þ
X

j�1

CðMjÞ � q

since

CðAþ � B�Þ þ
X

a2A�;1�a

log aþ

 X

a2A�;1�a

1

�

1þ log



max

a2minðA;BÞ;1�a
a

��

þ
X

a2A¼;1�a

log aþ

 X

a2A¼;1�a

1

�

1þ log



max

a2minðA;BÞ;1�a
a

��

� CðAÞ
and

CðBþ � A�Þ þ
X

b2B�;1�b

log bþ

 X

b2B�;1�b

1

�

1þ log



max

b2minðA;BÞ;1�b
b

��

� CðBÞ

We shall prove the actual strictness of the inequality between C½A; B; M� and

1þ CðAÞ þ CðBÞ þ
P

j�1 CðMjÞ � q, since the two inequalities cannot be

exact equalities simultaneously. Let us assume that we have indeed exact

equalities; this implies that

8ða; bÞ 2 ½Aþ; B�� logða� bÞ ¼ logðaÞ

8ða; bÞ 2 ½A�; Bþ� logðb� aÞ ¼ logðbÞ
8a 2 A¼a ¼ 0

that is,

Aþ > 2B�;A¼ ¼ B¼ ¼ 0;Bþ > 2A�;

componentwise, and

 X

a2A�;1�a

1

�

1þ log



max

a2minðA;BÞ;1�a
a

��

¼

 X

a2A�;1�a

1

�

1þ log



max

a2A;1�a
a

��
 X

b2B�;1�b

1

�

1þ log



max

a2minðA;BÞ;1�a
a

��

¼

 X

b2B�;1�b

1

�

1þ log



max

b2B;1�b
b

��

Since A¼ ¼ 0 and we have performed a product abstraction, it is impossible

that both A� and B� are equal to 0.
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a) Let us assume first that A� ¼ 0 and B� 6¼ 0. The square abstraction over A
has not been selected; this means that

X

a2A

a

2

j k
<
X

b2B�
bþ

X

b2B¼
bþ

X

a2A�
a ¼

X

b2B�
b

But since Aþ > 2B�, we can deduce that

X

b2B�
b �

X

a2A

a

2

j k
;

which leads to

X

a2A

a

2

j k
<
X

a2A

a

2

j k
;

a contradiction.

b) The case when A� 6¼ 0 and B� ¼ 0 is identical.

c) Let us assume now that A� 6¼ 0 and B� 6¼ 0. This implies that ð
P

a2A�;1�a 1Þ
6¼ 0 and ð

P
b2B�;1�b 1Þ 6¼ 0, hence

log
�

max
a2minðA;BÞ;1�a

a
�
¼ log

�
max

a2A;1�a
a
�

log
�

max
a2minðA;BÞ;1�a

a
�

¼ log
�

max
b2B;1�b

b
�

Let us assume without loss of generality that the maximum of A and

B is reached on a0 2 A (i.e., a0 ¼ maxfmax A;max Bg). When a is in

minðA;BÞ ¼ A� [ B�, 2a is less than a0, hence

log
�

max
a2minðA;BÞ;1�a

a
�
� logða0Þ � 1

which contradicts the first one of the above equalities.

The case when

C½A; B; M� ¼ 1þ CðAÞ þ CðBÞ þ
X

j�1

CðMjÞ � q

has been eliminated, hence

C½A; B; M� � CðAÞ þ CðBÞ þ
X

j�1

CðMjÞ � q

and we are done. Ì

Notice that in the case of a single monomial, the bound can be improved:

CðlÞ � logðmaxðlÞÞ þ
X

z2l

logðzÞ þ jlj � 1
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where jlj denotes the length of l, since the subcase 2c) cannot occur (see [12] for

more details).

5. Implementation and Experiments

Our method for automatically finding polynomial interpretations that are suitable

for proving termination of a given TRS has been implemented in the CiME

rewrite tool. We deal with strong termination only, but we point out that the

constraints solving part of CiME has also been used by other systems such as

MUTERM [37, 38] for context-sensitive rewriting and CARIBOO [21]. The AProVE

[24] tool also has an implementation of polynomial interpretations based on the

algorithm described in this paper.

For the search for polynomial interpretations, the user may select the class of

polynomial interpretations to look for, giving both the form (linear, simple,

simple-mixed, quadratic) and the bound on coefficients. Here is a sample session

for proving termination of Lankford’s example:

This proof was made by using the standard termination criterion; the user may

nevertheless ask for various dependency pairs criteria: with or without depen-

dency graphs, and with or without marks (i.e., tuple symbols). It is moreover

possible to use an automatic decomposition of TRSs into modules for performing

termination in several parts [56] following an incremental and modular fashion.

Our implementation of dependency graphs considers the approach of Arts &

Giesl [1] only, in particular because the (better) estimated graphs of Middeldorp

et al. [26, 42] are incompatible with this incremental approach, which indeed

requires to prove CE-termination.
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We detail now some experiments with CiME on two examples recently

published in the literature, the termination of which was presented as a difficult

task. The first one was presented in 2003 by Rosu & Viswanathan [47]: a TRS of

33 rules for regular language membership, with a termination proof found by

hand. CiME is able to find a proof automatically, using the standard criterion,

simple-mixed polynomials, with bound 2 for coefficients. The second one was

proposed in 2000 by Deplagne [15]: a TRS of 53 rules for sequent calculus

modulo, without any termination proof. CiME is able to find a proof

automatically (indeed the only proof known to date), using the dependency

graph criterion combined with the modular approach, without marks, with simple

polynomials and bound 3 for coefficients (see [11] on how to select this com-

bination with CiME).

Figure 4 summarizes results on these examples, in particular regarding the

variable abstraction strategy. Times are obtained on a Pentium III 933 MHz

processor. Note that Rosu’s example is also solved in less than a second with

dependency pairs criterion and modular approach, with much fewer constraints.

We give the results for the standard criterion because they are more informative

with regard to the abstraction policy. The second column of the table gives the

number of Diophantine constraints to solve and the number of variables. With

the second example there are five nontrivial dependency graph components,

hence five sets of Diophantine constraints to solve, and the numbers are given for

each of them. The remaining columns give the number of finite domain

constraints generated, as well as the number of variables, with reference to three

different ways of conducting abstractions. For Column FD(0), no square or

product abstraction is made before the translation. For Column FD(1), all squares

and products are abstracted. Finally for For Column FD(2), only squares and

products occurring at least twice are abstracted.

These results lead to the following conclusions. First of all, one should notice

that our method allows solving thousands of constraints, over hundreds of

Figure 4. Some experimental results.
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variables, in few seconds. Concerning the abstraction strategy, policy FD(2)

leads obviously to the best results, the numbers of the fifth column are always

better indeed than the ones of the third and fourth. The conclusion is clearly that

abstraction of squares and products is useful, but only for those that occur several

times: this shows how important in practice is the idea of sharing behind these

abstractions. In Section 4.2, we mentioned that one may also consider the

possibility of abstracting additions, and not only products. We indeed made some

experiments, but they were not very successful: the number of generated

variables is already quite large with product abstraction, and adding some more

seems too costly. However, this may be also because we were not able to find a

convenient strategy for those abstractions: performing those efficiently is again a

problem as difficult as addition chain problems.

We tried these different abstraction methods on a large collection of TRSs

from the Termination Problems Data Base,j Figure 5 summarizes the results.

We proceeded as follows: we stopped unfinished computations after one minute

and we forced CiME to search for simple polynomials with a bound on

coefficients of 3. These are not the most efficient parameters with reference to

the time spent on proof search; some problems indeed require linear

interpretations only. However, we are concerned here with the efficiency of

constraint solving only and not by the finest tuning of the tool for a given base of

termination problems. Several remarks can be made. First, the differences are

quite small, because the majority of TRSs in the TPDB are either quite simple or

so hard that indeed no polynomial interpretation exist for them. Second, we see

that fewer problems are solved when using policy FD(0), hence using policy

FD(1) or FD(2) provides more termination power in practice. With respect to the

number of problems solved, FD(1) or FD(2) are almost equivalent, indeed FD(1)

solved three problems that FD(2) did not, and FD(2) solved two problems that

FD(1) did not. This can be understood from the well-known fact that in con-

straint solving on finite domains, making more variable abstraction is better for

finding solution, but of course making variable abstraction can take time: indeed,

Figure 5. Some experimental results on 574 TRSs from the TPDB.

j http://www.lri.fr/~marche/wst2004-competition/tpdb.html.
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it can be noticed that FD(2) answers significantly more quickly. Finally, all

heuristics take approximately the same average time in failing cases, but this is

probably simply a statistical effect of having a one-minute time limit.

6. Conclusion and Future Work

By combining several criteria and transformations (testing positiveness using

absolute positiveness, using �-translation, solving Diophantine constraints by

translation into finite domain constraints, sharing squares and products in a smart

way) we obtained an efficient method for proving termination using polynomial

interpretations.

An interesting extension of this work would be the use of exponential inter-

pretations, as proposed by Lescanne [36]. However, there is a major problem: the

criterion proposed by Lescanne to ensure positiveness of exponential functions is

very different from the absolute positiveness criterion and there is no clear way

to derive a method for automated search for such interpretations. In other words,

an extension to Hong & Jakuš’s work [29] to exponential functions should be

done first.

In an early work on program proofs [43, 54], Turing remarked that complexity

measures for termination could be by transfinite ordinal number. Actually, or-

dinal notations have been considered in fairly recent work on termination [9, 17]

but never used in automated tools. An extension of our technique to ordinal

interpretations is then another interesting future work.

Acknowledgements

We thank Pierre Lescanne for his fruitful remarks, which greatly improved our

description of the state of the art, and the anonymous referees for their detailed

remarks on the first version of this paper.

References

1. Arts, T. and Giesl, J.: Termination of term rewriting using dependency pairs, Theor. Comp.
Sci. 236 (2000), 133-178.

2. Baader, F. and Nipkow, T.: Term Rewriting and All That, Cambridge University Press, 1998.

3. Ben Cherifa, A. and Lescanne, P.: Termination of rewriting systems by polynomial inter-

pretations and its implementation, Sci. Comput. Program. 9 (1987), 137Y159.

4. Bergeron, F., Berstel, J. and Brlek, S.: Efficient computation of addition chains, Journal de
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